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ABSTRACT. The database of real world contains a huge volume of data and among them there are hidden
piles of interesting relations that are actually very hard to find out. The knowledge discovery in databases
(KDD) appears as a possible solution to find out such relations aiming at converting information into
knowledge. However, not all data presented in the bases are useful to a KDD. Usually, data are pro-
cessed before being presented to a KDD aiming at reducing the amount of data and also at selecting more
relevant data to be used by the system. This work consists in the use of Rough Sets Theory, in order
to pre-processing data to be presented to Self-Organizing Map neural network (Hybrid Architecture) for
clusters analysis. Experiments’ results evidence the better performance using the Hybrid Architecture than
Self-Organizing Map. The paper also presents all phases of the KDD process.
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1 INTRODUCTION

Real world databases contain a large volume of data that hide several interesting relationships
that are difficult to discover. These data are generated and stored on a large scale, which hinders
specialized analysis by traditional methods such as spreadsheets of calculations and operations
in reports (Piatetsky-Shapiro, 1989). Therefore, it becomes necessary to use systems of Knowl-
edge Discovery in Databases (KDD) to extract knowledge from databases, making data analysis
possible.

However, not all the data that compose the database are suitable to system for discovering knowl-
edge (Berry & Linoff, 1997). Thus, in general the data are reduced (pre-processed) before being
submitted to KDD. This reduction has to retain the original data representation, producing the
same (or about the same) analytical results. For this purpose, this work proposes to use reduc-
tions from Rough Sets Theory (RS) (Pawlak, 1982). After this reduction, the data are processed
by a Self-Organizing Map (SOM) neural network (Kohonen, 1997) that provides a topologically
ordered map of data that facilitates analysis of the results by specialists. Thus, this work proposes
a hybrid model (RS+SOM) as a tool for knowledge discovery in databases.
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140 AN HYBRID ARCHITECTURE FOR CLUSTERS ANALYSIS

The main reason for combining different techniques in hybrid systems is that a single technique
is often not appropriate for every domain, dataset, or stage of a system’s lifecycle (Banerjee,
Mitra & Pal, 1998; Mitra, Pal & Mitra, 2002). Another reason is that a hybrid system has
an advantage over an approach using a single method because the technologies complement
each other’s shortcomings (Lingras & Butz, 2010; Indira & Ramesh, 2011). For example, the
drawback of neural network techniques is that they do not provide explicit description of the
patterns discovered.

RS has the advantage of being able to learn decision models from imprecise data as well as
to represent them in a way understandable to human users. Integration of RS with neural net-
works facilitates the inclusion of structured knowledge in the system and enhances its explanatory
capability (Jagielska, 1998; Lingras, 1996).

The work is organized as follows: Section 2 introduces the fundamental concepts of Knowledge
Discovery in Databases. Section 3 discusses Rough Sets Theory and Section 4 introduces the
fundamental concepts of Self-Organizing Map. The methodology, experiments and results are
presented in Sections 5 and 6. Finally, Section 7 concludes the work. The results indicate that
the Hybrid Architecture proposed is a potential tool for knowledge extraction to aid decision
making.

2 KNOWLEDGE DISCOVERY IN DATABASES (KDD)

Knowledge Discovery in Databases (KDD) can be defined as utilizing a process of knowledge
extraction that produces valid, novel, potentially useful and understandable data to aid specialists
in decision-making (Fayyad, Piatetsky-Shapiro & Smith, 1996). KDD performs its processes
using methods from the following areas: mathematical statistics, pattern recognition, visualiza-
tion, databases, machine learning, artificial intelligence and others. KDD are composed of steps
(Fig. 1) and tasks that are described below.

KDD comprise several steps that cover a large number of decisions to be made by specialists, and
so it is an interactive process. KDD also names an iterative process because, in a KDD process,
a step can be repeated as many times as necessary to produce a satisfactory result (Fayyad,
Piatetsky-Shapiro & Smith, 1996). In a KDD process, each step (Fig. 1) intersects with others.
Thus, the results of one step are used to improve the results of the following steps.

Problem definition is essential to a KDD process; the definition of the kind of knowledge
desired by specialists needs to be precise. Thus, the KDD are formed by the following steps: data
selection, pre-processing, data transformation, data mining and interpretation/knowledge. Next,
a quick introduction of these steps is presented.

The data selection step is the creation of target data or selected data for KDD. In this step, a
set of data is selected while focusing on a subset of attributes (variables) enabling knowledge
discovery.
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Figure 1 — Steps of KDD. Adapted from Fayyad, Piatetsky-Shapiro & Smith (1996).
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The purpose of the pre-processing step is to ensure the quality of the selected data. Large
databases are highly susceptible to outliers, missing data and inconsistent information. Clean
and understandable data are a requirement for good results in the data mining step (Pyle, 1999).

Data transformation or data codification aims to change raw data into a usual or normalized form.
Data transformation is potentially a task that requires great ability in KDD processes. In general,
this step demands a specialist’s experience in and knowledge about the data.

Data reduction is considered a technical pre-processing of data, and its study has the greatest
importance in this work because hybrid architecture combines the RS as a technique for reducing
attributes and artificial neural networks. Reducing the amount of data can reduce the time to learn
the mining algorithm, when finding a solution requires a long time, and to make the interpretation
of concepts learned easier.

Data mining (Fig. 1) is the main step of the KDD process and is characterized by the existence of
a miner algorithm that, when met by a specific task, becomes able to efficiently extract implicit
and useful knowledge from a database. Data mining generates new knowledge hidden in a large
volume of data.

The interpretation/knowledge step helps us to understand knowledge discovery by the miner
algorithm, which is validated by a qualitative measure of the solution and through the perception
of a data specialist. This knowledge is consolidated in demonstrative reports with a documented
explanation of the relevant information discovered in each step of the KDD process. A generic
form to obtain the comprehension and interpretation of data is to use visualization techniques
(Bigus, 1996).
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2.1 KDD tasks

The main KDD tasks are (Fayyad, Piatetsky-Shapiro & Smith, 1996): clustering, classification
and association. Clustering transforms records with a large number of attributes into relatively
small segments. This transformation occurs automatically through the identification of charac-
teristics that distinguish a set of data and its post-partitioning. It is not necessary to identify the
groups or the desired attributes that should be used for the production of segments. The pur-
pose of this task is to maximize intra-cluster similarity and to minimize inter-cluster similarity
(Johnson & Wichern, 1998).

The results of a clustering operation can be used in two different ways: either to produce a
summary of the database by means of describing the characteristics of each cluster, or as input
data for other techniques, such as classification.

Clustering can be used in cases that make use of target population models (identifying homo-
geneous groups of elements, within a same maximally similar group), such as demographically
targeting consumer markets, involving possible comparison of usage patterns of multiple seg-
ments of the population in an effort to determine sales campaigns.

View tools are not properly data mining tasks, but are means to observe and analyze the data
of a particular database (Berry & Linoff, 2000; Han & Kamber, 2001). In the case of technical
clustering, these tools can be used to determine a view if the data or to set up clusters that are
useful or interesting for data mining methods. In the specific case of SOM networks, display
forms are more often used for Matrix-U and mapping by color similarity.

The view tools can also be used as a mechanism for understanding the extracted information
through data mining techniques. Features difficult to detect by simple observation of rows and
columns of figures can become obvious when graphically seen.

Through these tools, characteristics or unusual or interesting phenomena can be found even if
they are not being sought for.

3 ROUGH SETS THEORY (RS)

Rough Sets Theory (RS) was proposed by Zdzislaw Pawlak in 1982 as a mathematical model
to represent knowledge and to treat uncertainty.

The most common form for the representation of data in RS is via an Information System (S)
that contains an element set, with each element having a number of conditional attributes. These
attributes are the same for each of the elements, but their nominal values may differ (Table 1).

Thus, an Information System is an ordered pair S = (U, C), where U is a finite, nonempty ele-
ment set called universal, and C is a finite, nonempty set formed by the attributes. Each attribute
a € C is a function a : U — Va, where Va is the set of allowed values for the attribute a (its
range of values).
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In the Information System S shown in the Table 1, the main concepts of RS can be observed, as
follows: the approximate space 4 = (U, R); the universal U formed by the elements el, €2, €3,
ed, e5, e6; the attributes (C), Vendor Experience, Product Quality and Good Location; and R, the
equivalence relation on U.

Table 1 — Example of an Information System (S).

Store Vendor Product Good
Experience | Quality | Location
el High Good No
e2 Medium Good No
e3 Medium Good No
e4 Low Medium No
e5 Medium Medium Yes
e6 High Medium Yes

RS is a fundamental type of uncertainty, indiscernibility. Indiscernibility arises when it is not
possible to distinguish elements from the same set.

The main concept involved in RS is the Indiscernibility Relation, which is associated with a set
of attributes. If such a relationship exists between two elements, then all of the nominal values
of their attributes are identical with respect to the attributes considered; therefore, they cannot be
discerned (distinguished) from each other (Pawlak, 1982).

For each subset of attributes B C C in the Information System S = (U, C), there is an associated
equivalence relation INDs(B), called the Indiscernibility Relation, which is defined as follows:
INDs(B) = {(x, ) € U2/Va € B,a(x) = a(y)}.

The set of all equivalence classes in the relationship INDs(B) is represented by U/INDs(B),
which is called the quotient of U by the relation INDs(B).

In many cases, it is important to classify elements according to a decision attribute that informs
the decision to be taken. Thus, an Information System S that features a decision attribute is called
a Decision System (DS).

A DS can be represented by DS = (U, CU {d}), where d ¢ C is the decision attribute. The
Table 2 shows a DS obtained from the Information System S of the Table 1, highlighting the
conditional attributes (Vendor Experience, Product Quality and Good Location) and decision
attribute (Return).

Attribute values are called nominal values and are expressed as Vendor Experience {High, Me-
dium, Low}, Product Quality {Good, Medium}, Good Location {No, Yes}, and Return {Profit,
Loss}. Considering each conditional attribute independently, the equivalence relation of the
Information System S (Table 1) forms the following element sets: experience of the vendor
(High {el, e6}, Medium {e2, e3, e5}, Low {e4}), Product Quality (Good {el, €2, €3}, Medium
{e4, e5, e6}), and Good Location (No {el, €2, e3, e4}, Yes {e5, ¢6}).
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Table 2 — Decision System (Information System with the decision attribute Return).

Conditional Attributes Decision Attribute
Vendor Product Good
Store . . . Return
Experience | Quality | Location
el High Good No Profit
e2 Medium Good No Loss
e3 Medium Good No Profit
e4 Low Medium No Loss
e5 Medium Medium Yes Loss
e6 High Medium Yes Profit

By using all of the conditional attributes of the Information System S in the Table 1, the following
element sets are obtained: {el}, {2, €3}, {e4}, {5}, and {e6}. It can be seen from the Table 3 that
there are two equal elements (cases), {e2} and {e3} (highlighted in bold), with regard to values
of conditional attributes.

Table 3 — Decision System with indiscernible elements
e2 and €3, with relation to conditional attributes.

Vendor Product Good
Store . . . Return
Experience | Quality | Location

el High Good No Profit
e2 Medium Good No Loss
e3 Medium Good No Profit
e4 Low Medium No Loss
e5 Medium Medium Yes Loss
e6 High Medium Yes Profit

Given the Indiscernability Relation between the elements {e2} and {e3} as shown in the Table 3,
it holds that all of the nominal values of their attributes are identical in relation to the considered
subset of attributes B(B € S). Therefore, they cannot be differentiated from each other.

An important concept in RS is the Reduct concept (Pawlak ef al., 1995). The reduction of
attributes in RS is performed through so-called Reducts (RED), which are subsets of attributes
capable of representing the knowledge of the database with all of its initial attributes.

A Reduct of B on an Information System S is a set of B’ C B attributes in which all of the
attributes a € (B — B’) are dispensable. Thus, U/INDs(B’) = U/INDs(B). The term RED(B) is
used to denote the family of reducts of B.

The procedure for the reduction of attributes is as follows: the element sets of each attribute are
individually compared and then compared two by two, three by three, and so on, with the element
sets formed with all attributes {el}, {e2, €3}, {e4}, {e5}, and {e6}. In this comparison, when the
element sets of a specific attribute are equal to the element sets formed with all of the attributes,
this attribute can be reduced.
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The calculation of reductions to generate the reducts is an n-p complete problem, and processing
it in large databases requires great computational effort.

Thus, by comparing each individual attribute (the element sets are formed by the nominal values
of the decision attribute), we obtain the following: Vendor Experience: Profit {el, €3, e6}, Loss
{e2, e4, e5}; Product Quality: Profit {el, €3, 6}, Loss {e2, e4, e5}; Good Location: Profit {el,
e3, e6}, Loss {e2, e4, e5}. No attribute had element sets equal to the element sets formed with all
of the attributes; thus, there was no reduction on this occasion.

Comparing the attributes Vendor Experience and Product Quality when they are High and Good
{e1}; Medium and Good {e2, e3}; Low and Medium {e4}; Medium and Medium {e5}; High and
Medium {e6}, respectively, the result was as follows: {el}, {€2, 3}, {e4}, {e5}, {e6}.

The element sets obtained are equal to the element sets obtained with all of the attributes; thus,
it is possible to reduce an attribute.

Comparing the attributes Vendor Experience and Good Location when they are High and No
{el}; Medium and No {e2, e3}; Low and No {e4}; Medium and Yes {e5}; High and Yes {e6},
respectively, the result of the element sets was as follows: {el}, {2, €3}, {e4}, {e5}, {e6}.

The element sets obtained are equal to the element sets obtained with all of the attributes; thus,
another attribute may be reduced. Compared the attributes Product Quality and Good Location
when they are Good and No {el, e2, e3}; Medium and No {e4}; and Medium and Yes {e5, e6},
respectively.

The result of the element sets was as follows: {el, €2, e3}, {e4}, and {e5, ¢6}, showing that the
element sets obtained are different from the element sets obtained with all of the attributes, and
therefore, there can be no further reduction. The conclusion is that there are two RED(B) reducts:
{Vendor Experience, Product Quality} and {Vendor Experience, Good Location}, i.e., using either
reduct, the database can be represented with all of its original attributes. The Information System
S without the presence of the reduced attribute Good Location can be seen in the Table 4.

Table 4 — Information System S
without Good Location attribute.

Vendor Product
Experience | Quality
el High Good
e2 Medium Good
e3 Medium Good

Store

e4 Low Medium
es5 Medium Medium
e6 High Medium

The Information System S without the presence of the reduced attribute Product Quality can be
seen in the Table 5.
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Table 5 — Information System S
without Product Quality attribute.

Vendor Product
Store . .
Experience | Quality
el High No
e2 Medium No
e3 Medium No
e4 Low No
e5 Medium Yes
e6 High Yes

3.1 Discernibility Matrix

The procedure for the reduction of attributes has been demonstrated. This reduction is performed
by the discernibility function from the Discernibility Matrix. Considering the attribute set B =
{Vendor Experience, Product Quality and Good Location} for the information system S, the set
of all equivalence classes determined by B on S is given by U/INDs(B) = {{el}; {e2, e3}; {e4d};
{e5}; {e6}}, as shown in the Table 3.

The Discernibility Matrix of Information System S is denoted by DM(B), which is a symmetric
matrix n x n with: mD(i, j) = {a € Bla(Ei) # a(Ej)} fori, j = 1,2,...,n. with 1 <i,j <n
and n = |U/INDs(B). Thus, the Discernibility Matrix mD(i, j) elements are a set of conditional

attributes of B that differentiate the elements of classes in relation to their nominal values.

The representation of Vendor Experience (VE), Product Quality (PQ) and Good Location (GL),
to build the Discernibility Matrix MD(B) is shown in Table 6:

Table 6 — Discernibility Matrix.

el e2 e3 e4 e5 | eb
el 1%
e2 VE %)
e3 VE (%) 1%/
4 VE, PQ VE, PQ VE, PQ (%)
e5 | VE, PQ,GL PQ, GL PQ, GL VE,GL | ©
e6 PQ, GL VE,PQ,GL | VE,PQ,GL | VE,GL | VE | &

The Fs(B) discernibility function is a Boolean function with m variables, which determines the
minimum set of attributes necessary to differentiate any equivalence class from the others, de-
fined as:

Fy(aj,a3,....a0) = Al vmpG, DI, j=1,2,....n, (1)

with:
(2)

m (i, j) = {a*la € mp(, j)}
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Using the method for the simplification of Boolean expressions in the function Fs(B), the set of
all prime implicants of this function is obtained, which determines the reducts of S. Simplification
is a process of algebraic manipulation of logic functions to reduce the number of variables and
operations necessary for its realization.

With the simplification methods of Boolean functions in the Fs(B) function, the reducts of S are
generated. This simplification is an algebraic handling of the logics functions and aims to reduce
the number of attributes and needs operations.

The discernibility function Fs(B) is obtained as follows: for all attributes standing in each ele-
ment of the Discernibility Matrix MD(B), the sum operator is applied, “or” or “V” and, among
the cells of this matrix the “product” element, “and” or “A”, is used, which results in a Boolean
expression of “sum of products”. The discernibility function Fs(B) of the Table 6 is presented
below:

Fs(B) = (VE) A (VE) A (VEV PQ) A (VEV PQ) A (VEV PQ) A (VEV PQ vV GL)
APQV GL) A (PQ v GL) A (VEV GL) A (PQV GL) A (VE Vv PQ Vv GL)
A(VEVPQ Vv GL) A (VEV GL) A (VE).

Simplifying this expression, using theorems, properties, and postulates of Boolean Algebra, the
following minimized expression is obtained:

Fs(B) = (VE A (PQ Vv GL) A (VE v PQ Vv GL)), which can also be expressed as “Sum of
Product”, i.e., Fs(B) = (VE A (PQ V GL)). Thus, the reducts are Reducts: (VE A PQ); (VE A
GL), RED(B) = {Vendor Experience, Product Quality} and {Vendor Experience, Good Loca-
tion}.

The discernibility function determined the minimum term of the function, i.e., the minimum set
of attributes required to discern the classes consisting of all equivalence classes of the relation
INDs(B).

In KDD steps, RS can be applied in database pre-processing due to the importance of attributes
selection. Additional characteristics of the RS can be found at Sant’Anna (2008) and Couto &
Gomes (2010).

4 SELF-ORGANIZING MAP (SOM)

A Self-Organizing Map (SOM) consists of M neurons located on a regular low-dimensional
grid, usually in two dimensions (2-D) (Fig. 2). The lattice of the 2-D grid is either hexagonal or
rectangular. Assume that each input vector from the set of feature vectors £; is defined as a real
vector x(n) = {€1,&2, ..., £d}" € RY. The SOM algorithm is iterative. Each neuron (or unit,
as they are called in next section) i has a d dimensional weight vector or model (preferred here),
called w, = [wy1, ..., wua]” € RY. Initially, at ¢ = 0, the models are initialized randomly,
preferably from the domain of the input vectors (Kiviluoto, 1996). At each training step ¢, a
sample data vector x () is randomly chosen from a training set (N).
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The distances between x (n) and all models are computed. The winning neuron, denoted by c, is
the neuron with the feature vector close to x (n) or the best match unit (BMU).

Input vector Weight vector Map 2D
EJ‘| 52 ad [w1u!w2u:“-: Wdu] U=[Ux, Uy]

Figure 2 — SOM Architecture (Kohonen, 1997).

The distances between x (n) and all models are computed. The winning neuron, denoted by c, is
the neuron with the feature vector close to x (n) or the best match unit (BMU).

c= argmin{d(x(n), wy} iefl,..., M} 3)

A set of neighboring neurons of the winning neuron is denoted as Nc¢, which decreases the
neighboring radius of the winning neuron with time /ic(¢) defined as the neighborhood kernel
function around the winning neuron c¢ at time ¢. The neighborhood kernel function is a non-
increasing function of time ¢ and of the distance of neuron i from the wining neuron ¢ in 2-D
output space. The kernel can be taken as a Gaussian function (2).

_lre=ry 1

hei(t) =exp 2°0 | je Nc @)

where rc is the coordinate of winning neuron, i is the coordinate of neuron 7 on the output grid
and o (¢) is the kernel width.

The weight-updating rule in the sequential SOM algorithm can be written as (3)
wy (t + 1) = wy () + a(Ohei (O {d(x(n), wy)} (5)

The learning rate «(¢) and kernel width o (¢) decrease monotonically with time.
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At the end of training, the weight vectors represent the database (as a quantization feature) and
the final map can be used in data analysis. With the weight vectors, clusters are generated and
data are visualized in two dimensions. Figure 3 exemplifies three different clusters.

! i E Color Similarity
Xs . Map
.

X2 X1 ' weight

vectors T
Database

U-Matrix

Figure 3 — The steps for using SOM in data analysis.

Vesanto & Alhoniemi (2000) proposed using the K-means algorithm to cluster weight vectors.
To define the K-value, a measure called the Davies-Boulding Index (DBI) is computed (Davies
& Bouldin, 1979). Thus, in the initial process, K is defined as 2, to compute the inter and intra
cluster measure. The best K is that with the lowest DBI. The final process is a map labeled with
similar colors (Color Similarity Map). Another technique for using SOM in data analysis is to
use a unified matrix (U-Matrix) (Ultsch, 1993). It computes the distance between neighboring
neurons to generate a map of dissimilarity.

Database RS | SOM > = | K-means

weight
vectors I
DBI

\/_/

k

Figure 4 — Methodology proposed by Vesanto & Alhoniemi (2000) with Hybrid Architecture.

Figure 4 illustrates the full process of hybrid architecture. In the initial process, RS pre-processes
the database, and input vectors with minimal attributes are generated. This reduct database is
used to train the SOM. The K-means algorithm is applied to cluster the neurons of the map. In
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the KDD process, the SOM is a data mining task used to find patterns in the database as well as
to show the knowledge discovered.

For the next experiments, the methodology described here is used to label the map and to thus
define the potential cluster form database.

After knowledge is discovered in the KDD process, techniques are applied for the automatic
generation of knowledge. In general, they use association rules or neural networks.

4.1 Measure of the SOM Performance

In general, the measures used to calculate the SOM performance are the well-known quantization
error and the topographic error (Kiviluoto, 1996). The mean quantization error (mge) measures
the distance between each input vector x(n) and its relative model w,, of best match unit (BMU)
denominated ¢. The measure mgqe is calculated as:

1
mgec =~ 3 {d@x(m), wy)} (6)

XjEN

The final mean of quantization error M Q E of the map is computed as the mean of all mge (see
Equation 4) of the subset of winning neurons of this map: units i/ onto which data are mapped

1 C
MQE = p Z mqey, (7

w=lu

The second quality measure is the topographic error (7 E), which quantifies map capacity by
representing the feature vector set topology. For each x (n) we calculate its first BMU wc and the
second BMU wd, and so the T E is calculated according to (6):

N

TE = %Zu(x(n)) (®)

n=1
where u(x(n)) = 1 if we and wd are not adjacent.

These two error measures are used to evaluate the hybrid architecture proposed in this work.

5 EXPERIMENTS

The purpose of the experiments is to compare, analyze and evaluate the results obtained by a
SOM artificial neural network and by the proposed Hybrid Architecture, RS+SOM. For this,
the following elements will be considered: SOM learning time, M QFE, TE and the number
of clusters derived from a marketing database. The problem definition (KDD step, see Fig. 1,
Section 2) is to know the features of the customers represented in the database. Two experi-
ments were carried out: the first using the Iris database and the second one using the Consumer
Database.
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5.1 Experimental Methodology

The experiments were conducted in two parts: in part one (Fig. 5), we introduce the database to
SOM.

Database SOM

Figure 5 — First phase of experiments in which the databases are presented to the SOM network.

In part two of the experiment (Fig. 6), the database is submitted to RS pre-processing, and later
to SOM.

Database > RS > SOM

Figure 6 — Second phase of experiments in which the databases are presented to the
Hybrid Architecture (SOM network with reducts).

In part two of experiment, it is evident that the KDD process is iterative and interactive (Fig. 1,
Section 2), because even though the transformation step has been carried through, it was neces-
sary to return to the last step, preprocessing, for the RS to reduct the database attributes before
introducing it to SOM. Both parts of the experiments belong to the data mining step.

In order to conduct experiments with SOM architecture, the SOM Toolbox available from
http://www.cis.hut.fi/projects/somtoolbox/documentation/start.shtml was used, this toolbox is an
implementation of a Self-Organizing Map in Matlab and for RS experiments the Rosetta tool
(Rough Sets Toolkit for Analysis of Data) was used, available from
http://www.idi.ntnu.no/~aleks/rosetta.

a) Experiment 1: with the Iris database

Iris is perhaps one of the most well-known databases found in the literature of pattern recognition
(available in http://www.ics.uci.edu/~mlearn/MLRepository.html). For this reason it was the
one chosen to test the Hybrid Architecture prior to experiments carried out with the Consumer’s
database.

The result of this test was essential for the continuity of the experiments, that is, good results
would show that the Hybrid Architecture is valid, while bad results would point out problems
with the combined use of these two techniques.

Data set contains 3 petal classes of 50 instances each, in which each class refers to one type of
petal of the Iris plant. It is known that one of the classes is linearly separable from the other
two and these are not linearly separable from each another. The Iris database contains 4 numer-
ical attributes plus a class, described as follows: 1) sepal length in cm; 2) sepal width in cm;
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3) petal length in cm and 4) petal width in cm. Classes are: Iris-Setosa; Iris-Versicolour and
Iris-Virginica. It is known that the correlation between the attributes petal length and petal width
is high (0.9565) and that class distribution is 33.3% for each of the three classes.

The number of epochs was calculated as following: rough phase = quantity of neurons (225) /
data size (150) x 10 = 16.0 and fine tune = quantity of neurons (225) / data size (150) x 40 =
67.0. If the two phases are added (16.0 4+ 67.0), 83 epochs are obtained.

b) First Phase of the Experiment: SOM Network without Reducts

Introducing the Iris database with all its attributes to the SOM network resulted in a map that can
be seen in Figure 7.

4 clusters

Iris-setosa Iris-setosa Iris-setosa Iris-setosa Iris-setosa

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-virginica

Iris-versicolor Iris-virginica Iris-virginica Iris-virginica Iris-virginica
Figure 7 — Map generated by SOM network without reducts after presentation of the Iris

database (first phase of Experiment 1).

The map shown in Figure 8 shows that SOM grouped four clusters based on the three classes.
Two of them revealed overlap problems and the third class was divided in two clusters.

¢) Second Phase of the Experiment: SOM Network with Reducts (Hybrid Architecture)

By applying RS in order to reduce attributes, 4 reducts were obtained. These were able to repre-
sent the Iris database with all its attributes. Table 7 shows the reducts generated by RS.
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Table 7 — The 4 reducts generated by RS using the Iris database (Experiment 1).

Reduct Support | Length
{sepallength, sepalwidth, petalwidth} 100 3
{sepallength, sepalwidth, petallength} 100 3
{sepalwidth, petallength, petalwidth} 100 3
{sepallength, petallength, petalwidth} 100 3

Subsequently, the Iris database was reduced following the 4 reducts generated by RS and
presented to the SOM network. Map generated are shown in Figure 8.

d) Results and Discussion

In the four maps shown in Figure 8 it can be seen that with only 3 clusters it was possible to
have them defined. Thus /ris-Setosa class, which was divided in two in the first phase of the
Experiment (Fig. 8), now is seen unified and it seems clear that it is the linearly separable class
out of the other two. Yet, the other two classes (Iris-Versicolour and Iris-Virginica), although in
only a few cases, still display a slight overlap. This can be interpreted as an improvement, since
the two aforementioned classes are considered nonlinearly separable (Fig. 8).

This occurred because RS reduced the unnecessary information contained in the Iris database,
making it possible for the SOM network to produce more cohesive (reduction from 4 to 3 clus-
ters) clusters with a higher degree of similarity of data. On account of this, our Hybrid Architec-
ture was considered better than either the SOM alone or the SOM network without reducts.

Experiment 2: with Consumer Database

The KDD process has a better result when subjected to analysis of large databases. In the case
of the proposed work, the database is not extensive in number of records, but has a good number
of attributes (48), what matters for the RS, because the technique reduces attributes and not the
records.

The data selection step was realized using a database called the Consumer database (Fernandez,
2003), which contains 48 features (attributes) for each of 1,968 customers (cases), of which 47
attributes are conditional and one is a decision attribute separating the customers into two classes
(F = Female; M =Male). The next KDD step is database pre-processing, realized through the
elimination of the Accnum attribute that identifies the client number account, which can damage
cluster generation and reducts. In the next step, transformation, the Ntitle, nominal attribute, is
changed into: Ms = 0; Mr = 1; Mrs = 2 and None = 3.

The RS application in the database generated 88 reducts, of which 16 had 3 attributes, 63 had
4 attributes and 8 had 5 attributes. The reduct choice is based on the minimum computation
effort (Mitchell, 1997). Thus, the 16 attributes with the minimum attributes (3) were chosen and
of these, a random one was chosen, because the results were equivalent. The chosen reducts
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3 clusters

Iris-selosa Iris-setosa Iris-selosa Iris-setosa Iris-setosa

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-virginica

Iris-versicolor Iris-virginica Iris-virginica Iris-virginica Iris-virginica

Reduct 1
3 clusters
Iris-setosa Iris-setosa Iris-setosa Iris-setosa Iris-setosa
Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor
Iris-versicolor Iris-versicolor Iris-versicolor Iris-virginica Iris-virginica
Iris-versicolor Iris-virginica Iris-virginica Iris-versicolor Iris-virginica
Reduct 2

Figure 8 — The four maps generated in Experiment 2 by the SOM network with reducts (Hybrid
Architecture).
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3 clusters

Iris-setosa Iris-setosa Iris-setosa Iris-setosa

Iris-versicolor

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor

Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor

Iris-virginica Iris-virginica Iris-virginica Iris-virginica Iris-virginica

Reduct 3
3 clusters
Iris-setosa Iris-setosa Iris-setosa Iris-setosa Iris-setosa
Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor Iris-versicolor
Iris-versicolor Iris-versicolor Iris-versicolor Iris-virginica Iris-virginica
Iris-versicolor Iris-virginica Iris-virginica Iris-versicolor Iris-virginica
Reduct 4

Figure 8 (continuation) — The four maps generated in Experiment 2 by the SOM network with reducts
(Hybrid Architecture).
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were Amount (Dollar Spent), Homeval (Home Value) and Recency (both are attributes from the
Customer database) (Fernandez, 2003).

The SOM parameters were divided into structural and learning parameters. The structural pa-
rameters were: number of neurons (15 x 15); the hexagonal neighborhood (Kohonen, 1997)
and the formatted arrangement in the hexagonal plane. The training time of SOM was divided
into two phases: the “rough phase” and “fine tuning”. The default values of the SOM toolboxes
(Vesanto et al., 2000) are: for “rough phase,” 10 x mpd epochs and for “fine tuning,” 40 x mpd
epochs (mpd = number of neurons / number of cases in database). Thus, the epoch number used
in the “rough phase” was 10 x (225 /1,968) = 12. In the “fine tuning” phase it was equal to 46
(40 x (225/1,968)). The learning rate was 0.5 for the “rough phase” and 0.05 for “fine tuning”
(Kaski & Kohonem, 1996).

5.2 Results Obtained

The results in Table 8 show the performance from each part: SOM and RS+SOM (proposed
Hybrid Architecture).

Table 8 — Results obtained from SOM and RS+SOM.

Number of clusters | MQOFE TE | Time
SOM 14 4.688 | 0.055 4s
RS+SOM 9 0.251 | 0.039 3s

The bar on the side of the map (Figs. 9 and 10) allows an analysis of positive and negative
correlation from clusters. While the positive correlation is given by closed color patterns, the
negative correlation can be perceived by an inverted color pattern. Whenever one wants to dis-
cover knowledge in a database, the possibility of using a SOM must be considered. The maps
generated are a simple geometric form to verify whether has found something of interest or some
organization in the database.

The application of RS improved the results of the SOM as shown by the measures of performance
MQE and T E, the training time, the number of clusters (Table 3) and also by the visual quality
of the clustering (Fig. 10, the neighborhoods between the groups, closed colors, in the map).
These results indicate that the map generated presented clusters with better definition (border)
and more cohesion: for example, discovering profiles of customers or consumption classes that
the database stores.

One of the reasons that SOM is used in data mining is the visualization (KDD step) of the
map, which offers the specialist conditions for interpreting (KDD step) the results, providing
knowledge to support decision making (Vesanto & Alhoniemi, 2000). In Figures 7, 8, 9 and 10,
the clusters in each part of the experiment can be visualized.
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14 clusters

Figure 9 — Cluster visualization generated by SOM. The labels stand for F = Female; M = Male.

6 KNOWLEDGE DISCOVERY IN THE EXPERIMENT WITH HYBRID
ARCHITECTURE

The Figure 10 show that the Hybrid Architecture, through the SOM network, grouped the records
of the database Consumer according to the criteria of equality or similarity between the records.
The SOM network used in the experiment was an artificial neural network 15 x 15, that is, it
shows 225 neurons in Figure 11, grouped into nine clusters containing the records of consumers
(F or M). Four neurons (1, 15, 90 and 225) were posted randomly to see if the SOM network
really grouped according to these criteria (Fig. 11).

The Table 9 shows how RS with the SOM network (Hybrid Architecture) grouped the records
of the Consumer database according to the values of each attribute: the value of the consumer’s
home, the frequency of requests and age of the consumer (reduct used).

It was concluded that the SOM network grouped the records according to the criteria of equality
and likeness of attributes (Fig. 11). Neuron 1, belonging to the yellow cluster, shows that this
is a cluster of consumers who are middle-aged, have intermediate-value dwellings, and a higher
number of requests. Neurons 15 and 90, belonging to the same blue cluster, show that this is a
cluster of consumers who have a lower dwelling value, frequency of requests and are in a range
of young adult to middle-aged.
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9 Clusters

1
Figure 10 — Cluster visualization generated by RS+SOM. The labels stands for F = Female; M = Male.

Neuron 225, belonging to the red cluster, shows that this cluster of consumers has a higher
dwelling value, frequency of requests and are younger, on average. The conclusions regarding
the high, medium and low dwelling value; high, medium and low frequency of requests; and
middle-aged or young, were made based on Table 9.

Table 9 — Information on the attributes (reduct) considered by
the SOM network to group the neurons. It can be verified that
neuron 15 and neuron 90 (highlighted in bold) attributes have
similar values and, therefore, belong to the same cluster.

Neuron Dwelling Frequency Age Sex
value of requests
1 98700 4 43 F
15 46300 3 44 F
90 55500 1 33 F
225 142900 2 29 F

It is clearly shown that the database Consumer has a far greater number of female than male
cases. This could easily be perceived in small databases, but the difficulty would be greater in
databases with millions of records. This fact justifies the clusters having a larger number of
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— | 90

225

1
Figure 11 — View of neurons located on the map generated by Hybrid Architecture.

letters F (female) than M (men), and comparing both sexes in the same cluster suggests the same
or very similar consumption profiles, which can be verified with greater depth using use classifier
or association tools, as aforementioned. In the KDD process, this phase is also known as post-
processing. After the data mining phase, it is necessary to interpret the knowledge discovered.

In this experiment, all the phases in the KDD process represented in Figure 1 were utilized to
discover knowledge in the Consumer database.

The implementation of Hybrid Architecture in the Consumer database reduced the values and
MQE ET,indicating a better representation of the topology of the data structure.

The training time of the SOM network was also shorter. There was also a reduction in the number
of clusters, providing a similarity among the best data concerning the differences separating the
groups.

The results led us to conclude that RS reduced the information presented to the SOM network,
improving the training of clusters.

Thus, there was improvement in the map offered for viewing in terms of more well-defined
borders. The improvement in the formation of clusters allows a better understanding of the or-
ganization of the database and enables the carrying out of activities such as targeting sales in
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campaigns, promotion of combined offerings of services or products, evaluating market perfor-
mance and detecting new trends, new markets or consumers’ needs.

The experiment also allowed greater knowledge to be obtained from the database: it is known that
the number of female records is much larger than the male ones and there are similar consumption
profiles between the sexes. It can be concluded again that the Hybrid Architecture presented
better results than the network without SOM reducts.

7 CONCLUSIONS

This work described all KDD steps to data clustering applied to a database with costumers’ pro-
files, employing two different approaches: Self-Organizing Map (SOM) and a hybrid approach,
integrating Rough Sets Theory (RS) and SOM. The results obtained indicate that RS eliminates
superfluous information that negatively impacts SOM network, making it possible to improve
results, as seen in Table 8 and Figure 10.

The results indicate that the Hybrid Architecture proposed is a potential tool for knowledge
extraction to aid decision making.

Techniques can be combined to generate the so-called hybrid architectures. The great advantage
of this system is due to the synergy achieved by combining two or more techniques. This syn-
ergism results in obtaining a more powerful (in terms of interpretation, learning, generalization,
among others) and with fewer disabilities.

The reduction of attributes performed by the RS has information considered uncertain were not
presented to the SOM network, improving the boundaries between the clusters. This informa-
tion, when submitted to the SOM network, generated uncertainty, resulting in some clusters bad
definition of border, undermining the separation of clusters.

The combination of RS with the SOM network made with which one of the main shortcomings
of the SOM (the definition of boundaries between the clusters) were improved, leading to the
conclusion that the combination of two or more techniques reduce individual deficiencies of
each technique.

The reduction of uncertainty and the consequent improvement in the generation of clusters ob-
tained with the hybrid architecture enables the formation of clusters better defined, as elements
of the database that were in the border region of the clusters were grouped better. This can re-
sult in the generation of more reliable rules from a classification algorithm. In addition to the
contributions described above, may also consider other contributions such as:

— Allowing greater knowledge and greater diffusion of the Theory of RS to review the main
concepts of the theory;

— Standardize the confusing mathematical formalism of the Theory of RS that was found in
the literature searched;

— Provide another option for the treatment of uncertainty, beyond those traditionally known
as the Theory of Fuzzy Sets and Probability Distribution in Statistics;
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— Demonstrate the application of key concepts of the theory of RS in reducing uncertainty;

— RS+SOM can be used before another data mining algorithm to check the quality of data
obtained through the clusters.

Finally, one can consider the application of Hybrid Architecture advantageous in target areas of
KDD, as marketing (consumer profile) (Liou, Yen & Tzeng, 2010; Zhang et al., 2011), gov-
ernment (fraud detection) (Steiner et al., 2007), financial (Yongqin & Tao, 2011), production

eng

ineering (Liang & Hongmei, 2011), logistics and routing (Affonso, Sassi & Ferreira, 2011),

among others.
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