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Gaussian inferences are subject to 
mathematical assumptions that, if violated, may 
reduce the reliability of results (WELHAM et al., 
2015; BUTLER, 2021). The analysis of variance, in 
particular, which is used for summarizing scientific 
data, is subject to four assumptions, such as the 
additivity of the model, error independence, error 
normality, and homogeneity of variances (BUTLER, 
2021). The two latter are normally the hardest ones 
to meet and; although BLANCA et al. (2017) pointed 
out that the analysis of variance is robust to normality 
deviations, such robustness does not include cases 
with heterogeneous variances (WELHAM et al., 
2015). This is because FISHER (1925), when 
developing such analysis, considered the variances of 
each treatment to be similar or at least close. If the 

variation surrounding the mean of each treatment is 
similar, a grouped error can be calculated (BUTLER, 
2021); otherwise, this inference loses reliability. 

Many statistical tests can be used in order 
to evaluate the presence of variance homoscedasticity, 
being Bartlett test one of the most common 
(BARTLETT, 1937). However, in cases where 
variance homoscedasticity is violated, the accuracy of 
the test used to assess the homogeneity of variances 
is an important factor to verify. Bartlett test itself is 
susceptible to normality deviations (BARTLETT, 
1937; WELHAM et al., 2015); however, this may not 
be the only factor that interferes with its estimates. 
Little is known about the quantitative response of 
this test as a function of sample size, being samplings 
often empirically performed for soybean yield traits, 
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ABSTRACT: This study analyzed the response of the Bartlett test as a function of sample size and to define the optimal sample size for the 
test with soybean grain yield data. Six experiments were conducted in a randomized block design with 20 or 30 cultivars and three repetitions. 
Grain yield was determined per plant, totaling 9,000 sampled plants. Next, sample scenarios of 1, 2, ..., 100 plants were simulated and the 
optimal sample size was defined via maximum curvature points. The increase in sampled plants per experimental unit favors Bartlett test’s 
precision. Also, the sampling of 17 to 20 plants per experimental unit is enough to maintain the accuracy of the test.
Key words: analysis of variance, experimental planning, Glycine max, mathematical assumptions.

RESUMO: Os objetivos deste estudo foram analisar a resposta do teste de Bartlett em função do tamanho de amostra e definir o tamanho 
amostral ótimo para o teste com dados de produtividade de grãos de soja. Foram conduzidos seis experimentos em delineamento de blocos ao 
acaso com 20 ou 30 cultivares e três repetições. A produtividade de grãos foi definida por planta, totalizando 9.000 plantas amostradas. Logo, 
foram simulados cenários amostrais de 1, 2, ..., 100 plantas e definido o tamanho amostral ótimo via pontos de máxima curvatura. O aumento de 
plantas amostradas por unidade experimental favorece a precisão do teste de Bartlett. Além disso, a amostragem de 17 a 20 plantas por unidade 
experimental é suficiente para manter a acurácia do teste.
Palavras-chave: análise de variância, Glycine max, planejamento experimental, pressuposições matemáticas.
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as in SoUZA et al. (2021) and SoDRÉ FILHo 
et al. (2022), who evaluated 20 and 5 plants per 
experimental unit, respectively. Therefore, in order 
to optimize the accuracy of the test and identify how 
sample size interferes with Bartlett’s estimates, this 
study analyzed the response of the Bartlett test as 
a function of sample size and defined the optimal 
sample size for soybean grain yield data.

Six experiments with soybean were carried 
out during the 2017/2018 growing season. Three of 
them were performed on a farm in the municipality 
of Erval Seco (27º31’60”S latitude, 53º28’11”W 
longitude, and 517 m altitude), which were sown on 
10/24/2017 (E1), 11/15/2017 (E2), and 12/05/2017 
(E3), and the other three experiments were performed 
in the experimental area of the Federal University 
of Pampa – Itaqui Campus (29º09’21”S latitude, 
56º33’02”W longitude, and 74 m altitude), located 
in the municipality of Itaqui, which were sown on 
11/02/2017 (E4), 11/30/2017 (E5), and 12/21/2017 
(E6). Both locations are in the state of Rio Grande do 
Sul, Brazil, and the climate in both is characterized 
as humid subtropical, with no dry season defined 
(WREGE et al., 2012), and soils classified as Dystrophic 
Red Latosol and Haplic Plinthosol (SANToS et al., 
2018) in Erval Seco and Itaqui, respectively.

In the experiments, a randomized block 
design was used, with three repetitions. A population 
of 30 plants per m2 was set, and each experimental 
unit consisted of 5 rows 3.0 m long, spaced 0.45 m 
away, considering as a useful area 2.70 m2. Within the 
useful area, 20 plants were collected per experimental 
unit, after 95% of the plot had reached the stage 
of physiological maturity, thus 9,000 plants were 
evaluated in total. In each harvested plant, grain yield 
was determined through grain weighing, with a posterior 
correction to 13% moisture. Thirty commercial cultivars 
were assessed in E1, E2, and E3, and 20 cultivars in E4, 
E5, and E6. The cultivars used in experiments E4, E5, 
and E6 were ‘50I52 RSF IPRO’, ‘54I52 RSF IPRO’, 
‘5855 RSF IPRO’, ‘58I60 RSF’, ‘5958 RSF IPRO’, 
‘59I60 RSF IPRO’, ‘61I59 RSF IPRO’, ‘63I64 RSF 
IPRO’, ‘6563 RSF IPRO’, ‘68I70 RSF IPRO’, ‘6968 
RSF’, ‘7166 RSF IPRO’, ‘Don Mario 5.9 I’, ‘NA 5909 
RG’, ‘NS 5959 IPRO’, ‘NS 6535 IPRO’, ‘M 5730 
IPRO’, ‘M 5838 IPRO’, ‘M 5947 IPRO’, and ‘M 6410 
IPRO’. As for experiments E1, E2 e E3, besides the 20 
cultivars above, cultivars ‘53I54 RSF IPRO’, ‘95R51’, 
‘95Y52’, ‘96Y90’, ‘AS 3570IPRO’, ‘AS 3590IPRO’, 
‘BMX Potência RR’, ‘BRS6203 RR’, ‘M5892 IPRO’, 
and ‘TMG7062 IPRO’ were added. All cultivars are 
indeterminate growth types with a relative maturity 
group ranging from ≥5.0 to ≤6.9. All cultural practices 

were performed following standard recommendations 
for the crop (SALVADoRI et al., 2016).

For the data analysis, specific 
routines constructed in R software were used (R 
DEVELoPMENT CoRE TEAM, 2022). Initially, the 
database was subdivided per experimental unit for all 
experiments (E1, E2, E3, E4, E5, and E6). Next, 31 
sampling scenarios of n = 1, 2, …, 20, 25, …, 50, 60, 
..., 100) plants per experimental unit were simulated 
with reposition and 10,000 resamplings (EFRoN, 
1979) for each experiment, using sample() function. 
once the values of each experimental unit in the 
re-samplings per sampling scenario were obtained, 
the analysis of variance was performed with aov() 
function, according to the following mathematical 
model: Yir = m + Gi + βr + εir, where Yir is the value 
observed in the response variable in plot ir, m is the 
overall mean, Gi is the fixed effect of level i of the 
genotype factor, being i = 1, 2, ..., 30 for E1, E2 and E3 
and i = 1, 2, ..., 20 for E4, E5 and E6, βr is the random effect 
of level r (r = 1, 2, 3) of the block and ɛir is the effect of 
the experimental error. The estimates of the error (    ) 
obtained by                                  were extracted and 
the Bartlett test was applied at 5% error probability 
using bartlett.test() function. Bartlett’s statistic (K2) was 
obtained 1,860,000 times (31 sample sizes per experimental 
unit × 10,000 re-samplings × 6 reference experiments).

Finally, each planned scenario was subject 
to a descriptive analysis calculating minimum, 2.5 
percentiles, mean, 97.5 percentiles, and maximum 
values. The ninety five percent confidence interval 
width (CI95%) was obtained as the difference between 
the 97.5 and 2.5 percentiles. Then, CI95% estimates 
were fitted through nls() function with the following 
power model: CI95% = α × nβ + ε, where α is the 
coefficient of interception, n is the sample size, β is the 
exponential rate of decay, and ɛ is the error of random 
effect. Subsequently, four maximum curvature point 
methods were used (general, perpendicular distances, 
linear plateau response, and spline) as described by 
SILVA & LIMA (2017), using the maxcurv() function 
from the soilphysics package, considering the point 
reached as a sample size that is representative enough.

As expected, sample size directly interferes 
with Bartlett test’s estimates (Figure 1) when analyzing 
soybean grain yield per plant. By observing the mean 
properties of the six trials, an exponential decreasing 
response is identified, which is also true for the CI95%. 
This type of response has already been described for 
other statistics when analyzing CI95% (ToEBE et al., 
2018; PIÑERA-CHAVEZ et al., 2020). Such indicators 
showed that increasing sample size guarantees a higher 
precision to the test’s estimates (TOEBE et al., 2018). 
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Bartlett test’s sensitivity to sample size is identified 
in small sampling scenarios, as in a number of ≤ 5 
plants per experimental unit. In those cases, there is a 
higher tendency to overestimate the values of the test. 

However, as observed in figures 1a, 1c, 1e, 1g, 1i, and 
1k, an underestimation bias is also possible.

Moreover, four methods to estimate sample 
size were applied, and compared by the previous fitting of 

Figure 1 - Descriptive statistics (minimum, 2.5 percentiles, mean, 97.5 percentiles, 
and maximum values) for trials E1 (a), E2 (c), E3 (e), E4 (g), E5 (i), 
and E6 (k), and power models for the comparison of four methods for 
determining the maximum curvature point (general, spline, perpendicular 
distance, and linear plateau response methods) to estimate Bartlett’s K2 
reliably in E1 (b), E2 (d), E3 (f), E4 (h), E5 (j), and E6 (l).
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power models (Table 1 and figure 1). The power models 
showed a satisfactory performance in the six trials, when 
analyzed using fitting indicators as the coefficient of 
determination (R2), root mean square error (RMSE), and 
Willmott’s agreement index (d). This allows to make 
inferences a posteriori, such as the use of maximum 
curvature points, to be efficiently made (SILVA & 
LIMA, 2017). Nevertheless, contrasting sample size 
values were identified, ranging from ≥ 4 to ≤ 41 plants 
per experimental unit. Perceptibly, such a large variation 
occurs due to the implemented method since only slight 
differences can be seen when comparing sample sizes 
obtained through the same method between trials. 
An example of this is, when comparing the optimal 

sample size for the Bartlett test between trials, obtained 
using the general method, the number of plants only 
fluctuates from ≥ 4 to ≤ 9 plants per experimental unit. 
Equally, with the linear plateau response method, 
variation is little, ranging from ≥ 28 to ≤ 41 plants 
per experimental unit. The same is observed for the 
perpendicular distance and spline methods.

Based on the CI95%, small sample sizes, as the 
ones obtained through the general method (≤ 9 plants) 
may lead to biased estimates; and although the slightly 
greater sizes suggested by the spline method (≤ 15 
plants) might reduce the bias of the test, such values 
are still far from optimizing it, that is, CI95% is still 
decreasing, meaning the curve has not stabilized yet at 

 

Table 1 - Coefficient of determination (R2), root mean square error (RMSE), and d index of the power models, and maximum curvature 
points and sample sizes for Bartlett’s test. 

 

Trials Power model R2(£) RMSE d index  

E1 CI95% = 40.0805×n-0.2509 0.92 1.89 0.98  
E2 CI95% = 39.5148×n-0.1229 0.84 1.81 0.95  
E3 CI95% = 41.8149×n-0.1817 0.93 1.52 0.98  
E4 CI95% = 62.2628×n-0.3365 0.98 1.84 0.99  
E5 CI95% = 33.7467×n-0.2281 0.94 1.38 0.98  
E6 CI95% = 33.2686×n-0.1742 0.98 0.69 0.99  
Trials Maximum curvature methods Maximum Curvature Maximum CI95% Sample size   
E1 Geral method 5.38 26.28 6   
E1 Spline method 13.62 20.81 14   
E1 Perpendicular distance method 17.64 19.51 18   
E1 Linear plateau response method 32.35 16.75 33   
E2 Geral method 3.22 34.23 4   
E2 Spline method 15.84 28.14 16   
E2 Perpendicular distance method 19.54 27.42 20   
E2 Linear plateau response method 40.78 25.05 41   
E3 Geral method 4.56 31.73 5   
E3 Spline method 14.80 25.63 15   
E3 Perpendicular distance method 18.65 24.57 19   
E3 Linear plateau response method 36.82 21.72 37   
E4 Geral method 8.60 30.18 9   
E4 Spline method 12.27 26.78 13   
E4 Perpendicular distance method 16.47 24.26 17   
E4 Linear plateau response method 27.22 20.48 28   
E5 Geral method 4.43 24.04 5   
E5 Spline method 14.01 18.48 15   
E5 Perpendicular distance method 17.97 17.46 18   
E5 Linear plateau response method 33.79 15.12 34   
E6 Geral method 3.63 26.57 4   
E6 Spline method 14.93 20.77 15   
E6 Perpendicular distance method 18.76 19.96 19   
E6 Linear plateau response method 37.32 17.71 38   

 
(†) E1: first sowing date (october 24, 2017), E2: second sowing date (November 15, 2017), and E3: third sowing date (December 05, 
2017) in Erval Seco–RS; E4: first sowing date (November 02, 2017), E5: second sowing date (November 30, 2017), and E6: third 
sowing date (December 21, 2017) in Itaqui–RS. 
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those points. only up from the sample numbers obtained 
through the perpendicular distance and linear plateau 
response methods, is CI95% curve beginning to stabilize, 
which suggested that the values reached with those 
methods are representative enough sample sizes. 
Interestingly; although the perpendicular distance 
method recommended, at maximum, the sampling of 
20 plants per experimental unit, and the linear plateau 
response reached a maximum of 41 plants. When 
analyzing CI95%, the precision gain obtained with the 
linear plateau response method is too little compared 
with the perpendicular distances’, not being enough 
to justify the choice of the first over the latter. That 
way; although both methods are capable of obtaining 
sufficiently reliable sample size estimates to optimize the 
Bartlett test, we encourage the sampling of ≥ 17 to ≤ 20 
plants per experimental unit, so that the test’s estimates 
generate accurate results, enabling the verification of the 
meeting or violation of the homogeneity of variances 
assumption in an analysis of variance performed for 
soybean crop.
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