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Abstract: The Internet is chosen to be one among the primary source of biomedical information. To retrieve 

necessary biomedical information, the search engine needs an efficient, focused crawler mechanism. But the 

area of research concerned with the focused crawler for biomedical topics is notably scanty. However, the 

quantity, momentum, diversity, and quality of the available online biomedical information, challenges and 

calls for enhanced aid to crawl. This paper surmounts the challenges and proposes a new learning approach 

for focused web crawling adopting Attention Enhanced Siamese Long Short Term Memory (AE-SLSTM) 

Networks with peephole connections which predicts topical relevance of the web page. The proposed AE-

SLSTM model accurately computes the semantic similarity between the topic and the web pages. The 

performance of the newly designed crawler is assessed using two well known metrics namely harvest rate 
(ℎ𝑟𝑎𝑡𝑒) and irrelevance ratio (𝑝𝑟𝑎𝑡𝑒). The presented crawler surpass the existing focused crawlers with an 

average ℎ𝑟𝑎𝑡𝑒 of 0.39 and an average 𝑝𝑟𝑎𝑡𝑒 of 0.61 after crawling 5,000 web pages relating to biomedical 

topics. The results clearly depicts that the proposed methodology aids to download more relevant biomedical 

web pages related to the particular topic from the internet. 

HIGHLIGHTS 
 

 This paper proposes a new focused crawler for biomedical topics. 

 This paper proposes a novel Attention Enhanced Siamese Long Short Term Memory Networks. 

 The proposed model is trained using ADAM optimizer with Batch Normalization.  

 This paper produces an average harvest rate of 0.39. 
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INTRODUCTION 

The expeditious growth of information initiates crucial computational inducement to the formatting, 

indexing, ranking, storing and extraction of data [1]. This enigma is predominant in many disciplines and has 

adopted diverse mechanisms dependent to their concerned anomaly. The web is a classical domain to work 

on required extracted feature although rapid surge of information floods the web. However, influence of the 

linked character of web data, keeps scientific and computational growths foiling. Web bots have been 

designed to download the web pages, extract the data and store it in a repository.  

Ranking algorithms such as Google Page Rank [2] archive and arrange web pages according to their 

relevance score. This allows the search engines to supply catalog of items that can convincingly answer 

several user queries. This potentiality of the search engine provides an user friendly source of information 

from the web that supports answer user queries. The available web search technologies are inadequate, if 

the queries requested to be searched are complicated or loaded with diverse topics at the same time. Only 

a limited part of the web could actively participate to search web pages by modern search engines and omits 

the dynamic web pages, password protected web pages as well as the web pages that are connected through 

the scripts.  

In the Computational Bioinformatics domain, the recent collection of genomics data is increasing 

gradually. The current potentiality of search engines in extracting relevant biomedical information is 

challenging due to various reasons. The first is the scattered, diverse and non-compatible nature of 

biomedical data with their diverse types stored in different formats. The important biomedical information is 

basically unstructured because they are naturally illustrated in free texts as provided in the discharge clinical 

reports. The electronic biomedical reports can improve the availability and distribution of biomedical data and 

information. The data available in the PDF format could not support extraction of information and querying 

problems. The second is the complex nature of biomedical queries which leads to poor retrieval of 

information.  

The versatile structure of the clinical settings with their complexities pose forbidding technological and 

strategic challenges for an effective administration and utilization of biomedical data. Crawling, an active 

conceptualized method is propitious to resolve these intricacies. This paper proposes a new focused crawler, 

for the effective exploration of biomedical information present in the web. Focused crawler is a special 

purpose web crawler which could download topic relevant web pages. Currently research work is very limited 

related to the focused crawler which downloads relevant web pages of biomedical information.    

This paper proposes a new learning-based crawler using Attention Enhanced-Siamese Long Short Term 

Memory (AE-SLSTM) Networks [3, 4] with peephole connections to resolve these issues. Here two LSTM [5] 

networks are implemented: one for the topic and the other for the web page contents. This work adopts pre-

trained Global Vectors for word representation (GloVe) [6] embeddings to convert the input text sequences 

into embedding vectors. The peephole connection in the LSTM helps to learn the memory cells directly. The 

Manhattan metric used in this work computes the complex semantic similarity between the topic-web page 

pairs. The proposed focused crawler can efficiently format, extract, rank, index, and store the web pages 

related to biomedical topics. 
This paper is organized as follows. Section 2 presents the Literature Survey, Section 3 establishes out 

the proposed methodology and Section 4 sets out the experimental design. Section 5 discusses the 

evaluation and analysis of performance, while Section 6 concludes the paper. 

Related Work 

The topic specific relevant web pages are alone downloaded by the Focused crawler. Four types of 

available focused web crawlers are Vector Space Model (VSM), learning, semantic and ontology learning 

crawlers.  

In the existing literature, Vector Space Model (VSM) [7] crawlers used cosine similarity which is weighted 

by Term Frequency-Inverse Document Frequency (TF-IDF) vectors to compute the relevance score of the 

web pages. Sekhar and coauthors[8] proposed a crawler based on the master-slave working principle. A 

graph-based ranking algorithm using TF-IDF was proposed to calculate the relatedness of the bioinformatics 

information enriched web pages. Srinivasan and coauthors [9] presented a crawler which used TF-IDF 

weighted average cosine similarity of the web page with respect to the topic to calculate the relatedness of 
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the biomedical information source web pages. The target variables used in both the works were full-page text 

and anchor text. Average cosine similarity computation in the large web pages reveals to vast deviations in 

the result. This leads to the poor working of these crawlers.  

Learning focused crawlers [10] overcomes the glitches by machine learning algorithms such as Naive 

Bayes (NB) [11, 12], Support Vector Machines (SVM) [13, 14], Decision Tree (DT) [15] and Artificial Neural 

Network (ANN) [16] to predict the topical relatedness of the web pages. These crawlers also employ the TF-

IDF feature vectors to train the machine learning algorithms. Zowalla and coauthors[17] proposed a learning 

focused crawler for health information from the web. This work uses the SVM classifier to determine the 

relatedness of the web page. The TF-IDF-based features are extracted from the contents of the web page to 

train the SVM classifier. Approximately 87,562 web pages were collected from various medical sources used 

to train the SVM classifier. Abbasi and coauthors [18] proposed a two-tier graph propagation algorithm that 

leverages web graph data which has been used to filter out non-credible data from the web pages. Information 

gain Heuristic ranked n-gram-based features were used to train the SVM classifier. The trained SVM classifier 

predicts the topical and sentimental relatedness of the medical related web pages. Amalia and coauthors [19] 

used TF-IDF based features to train the NB classifier. The trained NB classifier was used to predict the topical 

relatedness of the health related web pages. Tang and coauthors [20] initiated a work which is a combination 

of quality and relevance scores. The quality was computed using the Relevance Feedback (RF) algorithm 

and the relevance score was computed using the Laplace corrected decision tree classifier. This hybrid 

approach helps to improve the crawling order of the medical related Uniform Resource Locators (URLs). Xu 

and coauthors [21] proposed a Rapid Automatic Keyword Extraction (RAKE) algorithm to identify a set of 

keywords on the web page. Keywords identified have been used as features for the training of the supervised 

learning model. An additive regression algorithm was used to calculate the relatedness score of the e-health 

related web pages using the extracted features. Yan and coauthors [22] presented a work which used both 

the VSM and the improved NB classifier to predict the topical relatedness of the medical related web pages. 

The drawback of these learning crawlers is that if the size of the web pages increases or decreases, the 

feature space generated by the TF-IDF will also increase or decrease respectively. This inconsistent feature 

representation leads to poor results. Also, both the VSM crawlers and the learning crawlers consider only the 

lexical similarity and not the semantic similarity. This drawback leads to the low harvest rate of these crawlers. 

Semantic focused crawlers were introduced to win over these obstacles and compute the semantic 

similarity between the topic and the target variables extracted from the web page. These semantic focused 

crawlers use domain-specific ontology to compute the topical relatedness of the web page. Semantic 

similarity algorithms such as Wu and Palmer [24], Resnik [26] and Li [29] have been used in the available 

literature to compute the semantic similarity between the topic and the target variables extracted from the 

web page. The major issue in this approach is that computing the semantic similarity between the topic word 

and the target variables on the web page is costlier and time-consuming in the dynamic internet. 

Ontology learning-based approaches [30–33] have been introduced by combining both the ontology and 

the supervised learning methodologies to shrug off the snag. This type of crawler needs a huge dataset to 

train machine learning algorithms. Machine learning algorithms use domain-specific ontology to predict web 

page relevance. Zheng and coauthors [30] proposed a focused crawler for biomedical terms using Artificial 

Neural Network (ANN). This work uses Unified Medical Language System (UMLS) [34] ontology to compute 

the relevant concepts of the topic term. The term frequency of the relevant concepts extracted from the 

ontology in the web page is given as an input to the ANN to predict the relatedness of the web page. Learning 

similarity for each topic-web page pair using ontology increases both training time and crawling time. This 

approach improves the harvest rate but computationally costlier. 

 
A scrutiny of the literature survey is listed as follows: 

1. Research work is sparsely carried out in focused crawler for biomedical topics. 
2. The existing focused crawlers struggled to handle the unstructured and complex biomedical queries. 
3. The VSM and the learning crawlers considered only the lexical similarity and not semantic similarity 

which led to the low harvest rate. 
4. Semantic and the ontology learning crawlers used domain specific ontology to compute the topical 

relevance of the web pages. These crawlers improved the harvest rate but is computationally costlier 
because of the static nature and the complex design of the ontology. 

5. Design of ontology for the complex biomedical topics is also costlier. 
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Contributions of this paper 

The beneficence of this paper are: 
 

(1) This work proposed a new AE-SLSTM model with peephole connections to determine the topical 
relevance of the web page. The proposed model effectively computes the topical relevance of the 
web page. 

(2) The attention mechanism introduced in the proposed model helps to maintain the fixed size vector 
representation of the topic and the web pages. This mechanism helps to handle the complex queries 
effectively. 

(3) This work utilizes pre-trained GloVe embeddings to compute the input embedding vectors of the input 
text sequences. 

(4) The Manhattan distance metric used in this work effectively computes the complex semantic similarity 
between the topic and the web pages. This improves the harvest rate of the proposed crawler. 

(5) The proposed model is trained using the ADAM optimizer with Batch Normalization which handles 
the exploding gradient problem effectively. 

(6) Five different focused crawlers namely the Breadth-First Search (BFS), VSM, Learning, Ontology 

learning (OL) and the proposed crawlers, are implemented and evaluated. Their performance is 

assessed using the harvest rate and the irrelevance ratio. 

Proposed Work 

The proposed work consists of six agents namely, (i) crawl frontier, (ii) web page downloader, (iii) 

Validating Agent, (iv) web page repository, (v) parsing and extraction and (vi) Relevance Computation. Crawl 

frontier is a priority queue where the URLs are stored based on its priority. Seed URLs are initialized by the 

user in the crawl frontier which is the starting point of the crawling process. The seed URLs are then sent 

one by one to the web page downloader agent. This agent feeds the URLs to the validating agent for the 

validation of the downloadable web pages. If downloadable, the URL is returned to the web page downloader. 

The main goal of this component is to control the process of the web page downloader with the configuration 

policies such as selection policy, re-visit policy, politeness policy and the parallelization policy. The selection 

policy identifies the useful web pages for downloading. The re-visit policy checks for the dependency of the 

update on the web page. This policy checks whether the current content of the web page is similar to that of 

the previous visit or not. The politeness policy dodges the overloading of the web page. The parallelization 

policy handles the multithreading process. The web page downloader downloads the web page and stores 

in web page repository. The downloaded web pages are sent for parsing and then the extraction agent, where 

the HTML tags embedded in the web pages are removed and only the plain text is extracted. The parsing is 

done by using the lxml parser of BeautifulSoup python package. The extracted plain text is then sent to 

relevance computation module to check the relatedness of the web page with respect to the topic using AE-

SLSTM algorithm. The specially designed mathematical framework is explained in Section 3.1. If the web 

page is predicted as relevant, all the URLs present in the web page is sent to the Crawl frontier for storage. 

These processes are repeated until a user defined depth has been reached. 

Mathematical Model of the proposed Relevance Computation Agent 

GloVe 

GloVe [6] learns word representation owing to (𝑤𝑜𝑟𝑑, 𝑐𝑜𝑛𝑡𝑒𝑥𝑡) co-occurrence matrix, that combines the 

advantages of the local context window method and global matrix factorization. GloVe seeks to finely express 
each 𝑤𝑜𝑟𝑑𝑤𝑖 and each 𝑐𝑜𝑛𝑡𝑒𝑥𝑡𝑤𝑗 as 𝑑-dimensional vectors 𝑤𝑖⃗⃗⃗⃗  and 𝑤𝑗⃗⃗⃗⃗  by minimizing the cost function of the 

weighted least squares regression model as shown in Equation (1). 
 

𝐽 = ∑ 𝑓(𝑋𝑖𝑗)(𝑤𝑖
𝑇𝑤�̃� + 𝑏𝑖 + 𝑏𝑗 − log𝑋𝑖𝑗)

2
𝑉

𝑖,𝑗=1

 (1) 

where 𝑏𝑖 and 𝑏𝑗 are 𝑤𝑜𝑟𝑑 and 𝑐𝑜𝑛𝑡𝑒𝑥𝑡specific biases respectively, the weighting function 𝑓(𝑋𝑖𝑗) can be 

set as follows in Equation (2): 
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𝑓(𝑥) = {
(

𝑥

𝑥𝑚𝑎𝑥
)
𝛼

, 𝑖𝑓𝑥 < 𝑥𝑚𝑎𝑥

1,   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

 
So, when a pair of words that are extremely common is found (i.e. 𝑋𝑖𝑗>𝑥𝑚𝑎𝑥), the function cuts it off and 

returns 1. In the other case, the function returns a value in the range (0, 1) that is weighted by the value of 𝛼, 

which is demonstrated to give the best performance outputs when 𝛼 =
3

4
. 

Finally, by means of gradient descent and calculating the derivative of the cost function with respect to 
the important parameters (𝑤𝑖, 𝑤𝑗, 𝑏𝑖, 𝑏𝑗), the values of the vectors get rectified through iterations until the cost 

function reaches a local minimum and the vectors reach a state of convergence. In this work, AdaGrad 

optimizer [35] is used to optimize the parameters. 

 
Figure 1. Proposed workflow architecture. 

Long Short Term Memory (LSTM) Network 

The LSTM [5,36] has input gate, forget gate and output gate to solve the long term dependencies of  

basic RNN. The LSTM contains the peephole connections that are used to link the memory cells directly to 
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the gates to learn the outputs in a precise time. Figure 2 shows the architecture of LSTM. At time step 𝑡, the 

formulas are given as follows from Equation (3) to Equation (7): 
 

𝑖𝑡 = 𝜎(𝑤𝑖𝑥𝑥𝑡 +𝑤𝑖ℎℎ𝑡−1 + 𝑝𝑖𝑐𝑡−1 + 𝑏𝑖) (3) 

 
𝑓𝑡 = 𝜎(𝑤𝑓𝑥𝑥𝑡 +𝑤𝑓ℎℎ𝑡−1 + 𝑝𝑓𝑐𝑡−1 + 𝑏𝑓) (4) 

 
𝑐𝑡 = 𝑓𝑡⨀𝑐𝑡−1 + 𝑖𝑡⨀𝜑(𝑤𝑐𝑥𝑥𝑡 +𝑤𝑐ℎℎ𝑡−1 + 𝑏𝑐) (5) 

 
𝑜𝑡 = 𝜎(𝑤𝑜𝑥𝑥𝑡 +𝑤𝑜ℎℎ𝑡−1 + 𝑝𝑜𝑐𝑡 + 𝑏𝑜) (6) 

 
ℎ𝑡 = 𝑜𝑡⨀𝜑(𝑐𝑡) (7) 

Where 𝑥𝑡 and ℎ𝑡−1 are the input and the recurrent vectors respectively, 𝑖𝑡 , 𝑜𝑡 and 𝑓𝑡 are the input, output 

and the forget gate vectors respectively, 𝑤𝑖𝑥 and 𝑤𝑖ℎ are the input and the recurrent weight matrices of the 

input gate respectively,𝑤𝑜𝑥 and 𝑤𝑜ℎ are the input and the recurrent weight matrices of the output gate 
respectively, 𝑤𝑓𝑥 and 𝑤𝑓ℎ are the input and the recurrent weight matrices of the forget gate respectively, 𝑏𝑖, 𝑏𝑜 

and 𝑏𝑓 are the bias vectors of the input, output and the forget gate respectively, 𝑝𝑖, 𝑝𝑜 and 𝑝𝑓 are the peep 

hole connection parameters of the input, output and the forget gates respectively, 𝜎 and 𝜑 are the sigmoid 

and the tangent hyperbolic functions respectively and ⨀ represents the element wise multiplication of vectors. 

 
Figure 2. LSTM architecture with peephole connections. 

Attention Enhanced Siamese Long Short Term Memory (AE-SLSTM) Networks 

Figure 3 shows the proposed AE-SLSTM architecture. The proposed Attention Enhanced Siamese 

LSTM model contains two LSTM layers. The first LSTM layer is 𝐿𝑆𝑇𝑀𝑎 which handles the given topic 
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(𝑥1
(𝑎), 𝑥2

(𝑎), … , 𝑥𝑇𝑎
(𝑎)) and the second LSTM layer is 𝐿𝑆𝑇𝑀𝑏 which handles the web page text 

(𝑥1
(𝑏), 𝑥2

(𝑏), … , 𝑥𝑇𝑏
(𝑏)). 

 
Figure 3. Architecture of Siamese Enhanced Long Short Term Memory (AE-SLSTM) Networks. 

The proposed AE-SLSTM model contains five layers: the first is the input layer where the topic is given 

as an input to 𝐿𝑆𝑇𝑀𝑎 and the web page text is given as input to 𝐿𝑆𝑇𝑀𝑏. The second is the embedding layer 

where the input topic and the web page text are represented in a low dimension vector using the GloVe word 

embedding model discussed in section 3.1. The third is the hidden layer where the high level features are 

learned. Here 𝐻𝑎 = [ℎ1
(𝑎), ℎ2

(𝑎), ℎ3
(𝑎), … , ℎ𝑇𝑎

(𝑎)] and 𝐻𝑏 = [ℎ1
(𝑏), ℎ2

(𝑏), ℎ3
(𝑏), … , ℎ𝑇𝑏

(𝑏)]are the feature vectors 

of the topic and web page text where 𝑇𝑎 is length of the topic and 𝑇𝑏 is length of the web page text. 𝛼is the 

weight of the topic 𝐿𝑆𝑇𝑀𝑎 and 𝛽 is weight of the web page text 𝐿𝑆𝑇𝑀𝑏. These hidden vectors are given as 

input to the fourth layer that is attention layer where it will produce weight vectors. Here the final vector 

representation of a topic (𝑟𝑎) and the web page text (𝑟𝑏) is computed as follows from Equation (8) to Equation 

(13): 
 

𝑀𝑎 = tanh (𝐻𝑎) (8) 

 
𝛼 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑀𝑎) (9) 

 
𝑟𝑎 = 𝐻𝑎 . 𝛼 (10) 

 
𝑀𝑏 = tanh(𝐻𝑏) (11) 

 
𝛽 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑀𝑏) (12) 

 
𝑟𝑏 = 𝐻𝑏 . 𝛽 (13) 
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𝑦 
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5 

1. Input Layer, 2. Embedding Layer, 3. Hidden Layer, 4. Attention Layer, 5. Output Layer 
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Then the calculated 𝑟𝑎 and 𝑟𝑏vectors are sent to the output layer to predict the topical relevance. The 

semantic similarity between the topic vector and web page text vector is calculated by Manhattan distance 

metric. The Manhattan distance is formulated as follows in Equation (14): 
 

𝑔 = 𝑒−‖𝑟𝑎−𝑟𝑏‖1 (14) 

Where 𝑔 ∈ [1,5]. 
 

The AE-SLSTM model predicts the similarity between the topic and the web pages using 𝑔. This AE-

SLSTM model is trained as a regression model using Back propagation through time (BPTT) under the Mean 

Squared Error loss function. 

 The optimization of the parameters in the proposed AE-SLSTM model is performed using the ADAM 

[37,38] gradient optimization algorithm with batch normalization to handle the exploding gradient problem 

effectively. 

Experimental Design and Analysis 

The five focused crawlers implemented in this work are the BFS, VSM, learning, ontology learning, and 

the proposed crawlers. The crawler prototype was built with the Python3 [39], on the Spyder3.6 [40] platform. 

The 10 topics along with their seed URLs serve as inputs to all five focused web crawlers, as shown in Table 

1. The performance of the five focused web crawlers are evaluated by the metrics, harvest rate and 

irrelevance ratio. The experimental results were analyzed and discussed in order to assess the efficiency of 

the five focused crawlers in section 5. Approximately 200,000 web pages have been manually collected from 

the internet for the ten topics listed in Table 1 to train machine learning algorithms. Approximately 20,000 

web pages were collected for each topic, including 10,000 positive and negative samples. Out of 10000 

positive samples, 5000 web pages were directly relevant and the other 5000 web pages were indirectly 

relevant. This division was done in order to check the crawler’s capacity to download the indirectly relevant 

web pages. In this work, two seed URLs are used for each topic but depends on the depth of the crawling 

seed URLs can be increased or decreased. 
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Table 1.Topic and Initial URLs. 

S.No Topic Seed URL 

1 Mitochondrion ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑏𝑟𝑖𝑡𝑎𝑛𝑛𝑖𝑐𝑎. 𝑐𝑜𝑚/𝑠𝑐𝑖𝑒𝑛𝑐𝑒
/𝑚𝑖𝑡𝑜𝑐ℎ𝑜𝑛𝑑𝑟𝑖𝑜𝑛 

ℎ𝑡𝑡𝑝://𝑤𝑤𝑤. 𝑏𝑖𝑜𝑙𝑜𝑔𝑦4𝑘𝑖𝑑𝑠. 𝑐𝑜𝑚/𝑓𝑖𝑙𝑒𝑠
/𝑐𝑒𝑙𝑙_𝑚𝑖𝑡𝑜. ℎ𝑡𝑚𝑙 

2 Glucose Transporter ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑓𝑟𝑜𝑛𝑡𝑖𝑒𝑟𝑠𝑖𝑛. 𝑜𝑟𝑔/𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠/300363 
ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑛𝑐𝑏𝑖. 𝑛𝑙𝑚. 𝑛𝑖ℎ. 𝑔𝑜𝑣/𝑝𝑚𝑐/𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

/𝑃𝑀𝐶5425736/ 
3 Amino Acid ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑏𝑟𝑖𝑡𝑎𝑛𝑛𝑖𝑐𝑎. 𝑐𝑜𝑚/𝑠𝑐𝑖𝑒𝑛𝑐𝑒/𝑎𝑚𝑖𝑛𝑜

− 𝑎𝑐𝑖𝑑 
ℎ𝑡𝑡𝑝𝑠://𝑝𝑢𝑏𝑚𝑒𝑑. 𝑛𝑐𝑏𝑖. 𝑛𝑙𝑚. 𝑛𝑖ℎ. 𝑔𝑜𝑣/8045288/ 

4 Anemia ℎ𝑡𝑡𝑝𝑠://𝑒𝑛. 𝑤𝑖𝑘𝑖𝑝𝑒𝑑𝑖𝑎. 𝑜𝑟𝑔/𝑤𝑖𝑘𝑖/𝐴𝑛𝑒𝑚𝑖𝑎 
ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤.𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑛𝑒𝑤𝑠𝑡𝑜𝑑𝑎𝑦. 𝑐𝑜𝑚/𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

/158800 
5 Cholera ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑐𝑑𝑐. 𝑔𝑜𝑣/𝑡𝑦𝑝ℎ𝑢𝑠/𝑒𝑝𝑖𝑑𝑒𝑚𝑖𝑐

/𝑖𝑛𝑑𝑒𝑥. ℎ𝑡𝑚𝑙 
ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤.𝑤𝑒𝑏𝑚𝑑. 𝑐𝑜𝑚/𝑎 − 𝑡𝑜 − 𝑧

− 𝑔𝑢𝑖𝑑𝑒𝑠/𝑤ℎ𝑎𝑡 − 𝑖𝑠 − 𝑡𝑦𝑝ℎ𝑢𝑠 
6 Abarelix ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑟𝑥𝑙𝑖𝑠𝑡. 𝑐𝑜𝑚/𝑝𝑙𝑒𝑛𝑎𝑥𝑖𝑠 − 𝑑𝑟𝑢𝑔. ℎ𝑡𝑚 

ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑐𝑒𝑛𝑡𝑒𝑟𝑤𝑎𝑡𝑐ℎ. 𝑐𝑜𝑚/𝑑𝑖𝑟𝑒𝑐𝑡𝑜𝑟𝑖𝑒𝑠/1067
− 𝑓𝑑𝑎 − 𝑎𝑝𝑝𝑟𝑜𝑣𝑒𝑑
− 𝑑𝑟𝑢𝑔𝑠/𝑙𝑖𝑠𝑡𝑖𝑛𝑔/4014 − 𝑝𝑙𝑒𝑛𝑎𝑥𝑖𝑠
− 𝑎𝑏𝑎𝑟𝑒𝑙𝑖𝑥 − 𝑓𝑜𝑟 − 𝑖𝑛𝑗𝑒𝑐𝑡𝑎𝑏𝑙𝑒
− 𝑠𝑢𝑠𝑝𝑒𝑛𝑠𝑖𝑜𝑛 

7 Paraben ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑠𝑖𝑔𝑚𝑎𝑎𝑙𝑑𝑟𝑖𝑐ℎ. 𝑐𝑜𝑚/𝑐𝑎𝑡𝑎𝑙𝑜𝑔
/𝑠𝑢𝑏𝑠𝑡𝑎𝑛𝑐𝑒/𝑐ℎ𝑙𝑜𝑟𝑜𝑏𝑢𝑡𝑎𝑛𝑜𝑙18646600164511? 𝑙𝑎𝑛𝑔
= 𝑒𝑛&𝑟𝑒𝑔𝑖𝑜𝑛 = 𝑁𝐿 

ℎ𝑡𝑡𝑝://𝑤𝑤𝑤. 𝑎𝑡ℎ𝑒𝑛𝑠𝑡𝑎𝑒𝑑𝑡. 𝑑𝑒/𝑐ℎ𝑙𝑜𝑟𝑜𝑏𝑢𝑡𝑎𝑛𝑜𝑙
− 𝑒𝑛. ℎ𝑡𝑚 

8 Anesthesiology, also spelled 
anaesthesiology, medical 
specialty dealing 
withanesthesia and related 
matters, including resuscitation 
and pain. 

ℎ𝑡𝑡𝑝𝑠://𝑝𝑢𝑏𝑠. 𝑎𝑠𝑎ℎ𝑞. 𝑜𝑟𝑔/𝑎𝑛𝑒𝑠𝑡ℎ𝑒𝑠𝑖𝑜𝑙𝑜𝑔𝑦  
ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑎𝑛𝑒𝑠𝑡ℎ𝑒𝑠𝑖𝑜𝑙𝑜𝑔𝑦𝑛𝑒𝑤𝑠. 𝑐𝑜𝑚/ 

 

9 Dermatology is a branch of 
medicine that deals with the skin 

ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑎𝑎𝑑. 𝑜𝑟𝑔/ 
ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤.𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑛𝑒𝑤𝑠𝑡𝑜𝑑𝑎𝑦. 𝑐𝑜𝑚/𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠

/286743 

10 Ophthalmology is the study of 
medical conditions relating to the 
eye. 

ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤. 𝑟𝑎𝑑𝑏𝑜𝑢𝑑𝑢𝑚𝑐. 𝑛𝑙/𝑒𝑛/𝑟𝑒𝑠𝑒𝑎𝑟𝑐ℎ
/𝑑𝑒𝑝𝑎𝑟𝑡𝑚𝑒𝑛𝑡𝑠/𝑜𝑝ℎ𝑡ℎ𝑎𝑙𝑚𝑜𝑙𝑜𝑔𝑦 

ℎ𝑡𝑡𝑝𝑠://𝑤𝑤𝑤.𝑚𝑒𝑑𝑖𝑐𝑎𝑙𝑛𝑒𝑤𝑠𝑡𝑜𝑑𝑎𝑦. 𝑐𝑜𝑚/𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠
/326753 

 

Performance Evaluation of AE-SLSTM 

The performance of the proposed AE-SLSTM algorithm with peephole connections is compared with the 

Siamese LSTM [4], Siamese bidirectional LSTM [41] and the Attentive Siamese LSTM without peephole 

connections [3] using the metrics Pearson's correlation co-efficient, Spearman's correlation co-efficient and 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
https://www.britannica.com/science/anesthesia
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the Mean Squared Error to prove that the proposed algorithm performed better than the existing algorithms. 

For training, the dataset discussed in Section 4 is used. ADAM optimizer with Batch Normalization is adopted 

to train all the learning algorithms. All the models for 12 epochs are executed successfully because maximum 

accuracy is achieved at the twelfth epoch. 

Initially a pre-trained word embedding model is designed with around 100,000,000 words related to 

biomedical topics using GloVe. The GloVe model is trained using AdaGrad [35] optimizer algorithm. This pre-

trained word embedding model is employed to convert the input topic and webpage text sequences into input 

embedding vectors for the 𝐿𝑆𝑇𝑀𝑎 and 𝐿𝑆𝑇𝑀𝑏 at the input layer for all the four models (Siamese LSTM, 

Siamese bidirectional LSTM, the Attentive Siamese LSTM and the proposed). These input embedding 

vectors are then passed through various layers of their corresponding architecture to produce the Manhattan 

distance score. This Manhattan distance score is then used to predict the semantic similarity between the 

text sequences. 

The result comparison is shown in the Table 2. The Siamese LSTM and the Siamese Bidirectional LSTM 

model only considers the last hidden state vector of the topic and the web page text sequences in computing 

the Manhattan score revealing poor performance. The peephole connection in the LSTM helps to learn the 

memory cells directly. The proposed attention mechanism considers all the hidden state vectors to compute 

the Manhattan score which boosts up the performance. Hence the results manifested that the proposed 

method performed better than the existing methods in computing the semantic similarity between text 

sequences. 

Table 2. Result Comparison of Siamese LSTM, Siamese Bidirectional LSTM, Attentive Siamese LSTM 
without peephole connections and the Attentive Siamese LSTM with peephole connections 

Model Pearson's correlation 
co-efficient 

Spearman's correlation 
co-efficient 

Mean Squared 
Error 

Siamese LSTM 0.7923 0.7891 0.3998 

Siamese bidirectional LSTM 0.7987 0.7931 0.3456 

Attentive Siamese LSTM without 
peephole connections 

0.8127 0.8014 0.3141 

Attentive Siamese LSTM with 
peephole connections (proposed) 

0.8149 0.8113 0.2934 

Performance Evaluation of crawling phase 

Performance Metrics 

Harvest Rate 

The harvest rate (hrate) is the ratio of the downloaded web pages which is relevant (RD) to the entirely 

crawled web pages (RT) and is calculated using Equation (15). 
 

hrate =
RD

RT
 (15) 

Irrelevance Ratio 

The irrelevance ratio (prate) is the ratio of the downloaded web pages which is irrelevant (rD) from the 

entirely crawled web pages (rT) to the total pages downloaded (rT) and is calculated using Equation (16).  

 prate =
rD − rT

rT
 (16) 

Analysis of crawling phase 

The result analysis of the proposed work compared with the existing BFS, VSM, the learning, and the 

ontology learning crawlers is performed at this phase. The result analysis of the crawling phase for the 

existing crawlers is executed in three stages. The first is related to their first four topics shown in Table 1 

https://www.google.com/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&ved=2ahUKEwjY_IyMpJjfAhXBqZAKHdazDawQFjAAegQIAxAC&url=http%3A%2F%2Fwww.scielo.br%2Fbabt&usg=AOvVaw08BojU0LuZNEI4C434jTD4
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where the seed URLs are directly relevant to the topic. The second is related to the topics (5-7) shown in 

Table 1 where the seed URLs are indirectly relevant to the topic. The third is related to the topics (8-10) 

shown in Table 1 where the topics are the sentences. 

Initially, comparison is made by implementing BFS, VSM, the learning, ontology learning and the 

proposed crawler for the first four topics as shown in Table 1. BFS (42) crawler is a sequential crawler that 

works on the basis of the First-In First-Out (FIFO) principle. BFS crawler downloads all the downloadable 

URLs in the crawl frontier using the FIFO algorithm, without considering the relatedness of the web page due 

to the absence of the relevance computation module. Considering four (1-4) biomedical topics as shown in 

Table 1, after 5000 webpage downloads, the average ℎ𝑟𝑎𝑡𝑒 and the average 𝑝𝑟𝑎𝑡𝑒 of the BFS crawler is 0.13 

and 0.87 respectively. 

VSM crawler which is a focused crawler implements the average cosine similarity metric to calculate the 

relatedness of the web page to the topic. These crawlers used TF-IDF weighted vectors, which calculates 

the similarity based on co-occurrence by assigning more weightage to infrequent words and low weightage 

to frequent words. The similarity score is found only when the topic term co-occurs in the target variables. 

This prevents the crawlers to download semantically relevant web pages on the particular topic. The VSM 

crawler produced an average ℎ𝑟𝑎𝑡𝑒 of 0.21 and an average 𝑝𝑟𝑎𝑡𝑒 of 0.79 for first four biomedical topics as 

shown in Table 1 after 5000 webpage downloads. 

The learning crawler used SVM classifier to predict the topical relatedness of the web page. Here the 

TF-IDF feature vectors are extracted from the web page and given as input to the SVM for prediction. The 

TF-IDF-based learning crawler faces two major issues (i) the TF-IDF crawler is based on co-occurrence, i.e. 

it calculates the relevance of the web page only if the topic term co-occurs in the target variables of the web 

page. (ii) As the number of words on the web page increases, the feature space generated by TF-IDF based 

crawlers also increases resulting in a lower performance of SVM algorithm. These drawbacks influenced the 

SVM along with the TF-IDF crawler to produce an average ℎ𝑟𝑎𝑡𝑒 of 0.27 and an average 𝑝𝑟𝑎𝑡𝑒 of 0.73.  

The ANN-based ontology learning crawler selects the synonyms of the topic term from the domain-

specific ontology and then calculates the term frequency of the synonyms for the topic term. These term 

frequencies are then used as inputs to the ANN to predict the relatedness of the web page. The downside of 

this is that it considers only the synonyms of the web pages in order to calculate the relatedness of the web 

page and only uses full page text as target variables. This results in an average ℎ𝑟𝑎𝑡𝑒 of 0.34 and an average 

𝑝𝑟𝑎𝑡𝑒 of 0.66.  

The proposed AE-SLSTM crawler uses pre-trained GloVe model to compute the input embedding 

vectors, which are then used to train the two LSTM layers considering one for the topic and the other for the 

web page. Their result is then sent to the output layer to compute the Manhattan distance. The web page is 

predicted as relevant if the Manhattan distance score is greater than or equal to the 3. The proposed crawler 

generates an average ℎ𝑟𝑎𝑡𝑒 of 0.39 and an average 𝑝𝑟𝑎𝑡𝑒 of 0.61. The Manhattan distance metric computes 

the complex semantic relation between the topic and the web page that aids to improve the harvest rate. 

Figure4 shows the result comparison of BFS, VSM, learning, ontology learning and the proposed crawler 

with respect to the average ℎ𝑟𝑎𝑡𝑒 and Figure 5 shows the result comparison of BFS, VSM, learning, ontology 

learning and the proposed crawler with respect to the average 𝑝𝑟𝑎𝑡𝑒 where the seed URLs are directly relevant 

to the topic. 
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Figure 4. Average Harvest Rate of BFS, VSM, learning, ontology learning and the proposed crawler where the seed 
URLs are directly relevant. 

 
Figure 5. Average Irrelevance Ratio of BFS, VSM, learning, ontology learning and the proposed crawler where the seed 
URLs are directly relevant. 

The second stage of the comparison was performed between the BFS, VSM, learning, ontology learning 

and the proposed crawler for the topics (5-7) as shown in Table 1. The second sub stage was conducted to 

prove that the proposed crawler performed better than the existing BFS, VSM, learning and the ontology 

learning crawler for the seed URLS indirectly relevant to the topic. After crawling 5000 web pages, the BFS, 

VSM, learning, ontology learning crawlers and the newly designed crawler produced an average ℎ𝑟𝑎𝑡𝑒 of 

0.13, 0.16, 0.21, 0.26, 0.29 respectively and an average 𝑝𝑟𝑎𝑡𝑒 of 0.87, 0.84, 0.79, 0.74, 0.71 respectively. 

The result proves that the proposed crawler downloaded more relevant web pages than the existing crawlers 

did, although the web pages are indirectly relevant. The specially designed Manhattan distance metric 

effectively computes the complex semantic relationship between the topic and the web pages. This metric 

helps to improve the harvest rate of the proposed crawler for the indirectly relevant web pages for the given 

topic. Figure6 shows the result comparison of BFS, VSM, learning, ontology learning and the proposed 

crawlers with respect to the average ℎ𝑟𝑎𝑡𝑒 and Figure7 shows the result comparison of BFS, VSM, learning, 

ontology learning and the proposed crawlers with respect to the average 𝑝𝑟𝑎𝑡𝑒 where the seed URLs are 

indirectly relevant. 
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Figure 6. Average harvest rate of BFS, VSM, learning, ontology learning and the proposed crawler where seed URLs 
are indirectly relevant. 

 
Figure 7. Average irrelevance ratio of BFS, VSM, learning, ontology learning and the proposed crawler where seed 
URLs are indirectly relevant. 

The third stage of the comparison was performed between the BFS, VSM, learning, ontology learning 

and the proposed crawler for the topics (8-10) as shown in Table 1. The third sub stage was conducted to 

prove that the proposed crawler performed better than the existing BFS, VSM, learning and the ontology 

learning crawlers for the sentence based topics. After 5000 web page crawls,  the BFS, VSM, learning, 

ontology learning and the newly designed crawler produced an average ℎ𝑟𝑎𝑡𝑒 of 0.16, 0.23, 0.27, 0.31, 0.34 

respectively and an average 𝑝𝑟𝑎𝑡𝑒 of 0.84, 0.77, 0.73, 0.69, 0.66 respectively. This certainly proves that the 

newly designed crawler computes the semantic similarity between two sentences potentially. The ability of 

the two LSTM layers in handling the sentences helps to compute the semantic similarity between the 

sentence pairs effectively. This helps to improve the harvest rate of the proposed crawler. Figure 8 shows 

the comparative result of BFS, VSM, learning, ontology learning and the proposed crawler with respect to the 

average ℎ𝑟𝑎𝑡𝑒 and Figure9 shows the comparative result of BFS, VSM, learning, ontology learning and the 

proposed crawler with respect to the average 𝑝𝑟𝑎𝑡𝑒 for the sentence based topics. 
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Figure 8. Average harvest rate of BFS, VSM, learning, ontology learning and the proposed crawler for the sentence 
based topics. 

 
Figure 9. Average irrelevance ratio of BFS, VSM, learning, ontology learning and the proposed crawler for the sentence 
based topics. 

CONCLUSION 

The scattered, diverse, non compatible and complex nature of biomedical data displays poor crawling of 

biomedical related web pages. In this paper, we proposed a novel, focused crawler for biomedical information 

implementing AE-SLSTM algorithm. The proposed work enhanced with attention mechanism, effectively 

handles the biomedical data and also improves the semantic similarity computation of the crawler. The 

proposed crawler is compared with various crawlers available in the literature. The proposed methodology 

produced an average harvest rate of 0.39 and an average irrelevance ratio of 0.61. The experimental results 

had proved that the proposed crawler outperformed the existing focused crawlers with respect to harvest rate 

and irrelevance ratio which outwardly enhanced the performance of the focused crawler for biomedical 

relevant web pages. 
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