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Web-based neuromuscular simulator applied to the teaching of 
principles of neuroscience

Leonardo Abdala Elias*, André Fabio Kohn

Abstract	 Introduction: The learning of core concepts in neuroscience can be reinforced by a hands-on approach, 
either experimental or computer-based. In this work, we present a web-based multi-scale neuromuscular 
simulator that is being used as a teaching aid in a campus-wide course on the Principles of Neuroscience. 
Methods: The simulator has several built-in individual models based on cat and human biophysics, which 
are interconnected to represent part of the neuromuscular system that controls leg muscles. Examples of 
such elements are i) single neurons, representing either motor neurons or interneurons mediating reciprocal, 
recurrent and Ib inhibition; ii) afferent fibers that can be stimulated to generate spinal reflexes; iii) muscle 
unit models, generating force and electromyogram; and iv) stochastic inputs, representing the descending 
volitional motor drive. Results: Several application examples are provided in the present report, ranging 
from studies of individual neuron responses to the collective action of many motor units controlling muscle 
force generation. A subset of them was included in an optional homework assignment for Neuroscience and 
Biomedical Engineering graduate students enrolled in the course cited above at our University. Almost all 
students rated the simulator as a good or an excellent learning tool, and approximately 90% declared that 
they would use the simulator in future projects. Conclusion: The results allow us to conclude that multi-scale 
neuromuscular simulator is an effective teaching tool. Special features of this free teaching resource are its 
direct usability from any browser (http://remoto.leb.usp.br/), its user-friendly graphical user interface (GUI) 
and the preset demonstrations.
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Introduction
Computational tools have been extensively adopted 
in undergraduate and graduate courses from different 
fields to the teaching and learning of fundamental 
concepts (e.g., (Dolecek, 2012; Illert et al., 1992; 
McGrath et al., 2003; Touretzky et al., 2003)). 
In the fields of neurosciences and motor control, 
the learning of the information provided in the 
classroom or in textbooks may be improved by a 
hands-on approach, either using wet lab experiments 
or computer simulations. Currently, ethical issues 
have prevented the wide use of animals for general-
purpose experimentation. Besides, experiments 
(even simple ones) may require highly specialized 
equipment and devices, which are frequently available 
in research labs only. At the same time, biologically 
plausible mathematical models have become largely 
accessible by means of public databases (Morse, 
2008) including those that are able to represent 
with fidelity several aspects of the nervous and 
musculoskeletal systems. This, allied to the increased 
power of personal computers, allows the student to 
reinforce his/her learning through active computer-
based experimentation.

General-purpose simulators have been developed 
either with a focus on computational neuroscience 
or on motor control/biomechanics (e.g., (Bower and 
Beeman, 1998; Brette et al., 2007; Carnevale and 
Hines, 2006; Delp et al., 2007)). These packages 
can also be used for teaching or learning purposes; 
however, both the student and the instructor must have 
some familiarity with programming languages and a 
reasonable effort is needed to develop the structure 
to be studied. Moreover, the integration between 
different subsystems (primarily, the link between 
the nervous and the musculoskeletal systems) may 
be an arduous task, which may divert the instructor 
and student from the main focus.

Different multi-scale models have already been 
developed for the study of the neuromuscular system 
(Bashor, 1998; Fuglevand et al., 1993; Raphael et al., 
2010; Winters, 1995). Nonetheless, these models 
were mainly intended to be used as tools for research 
labs and frequently their source-codes are not readily 
available or they are platform-dependent, limiting 
their applicability as educational tools. The large-
scale neuromuscular system model developed by 
Maw et al. (1996) was primarily intended for education; 
however, the source code is not available and it is 
platform-dependent. Conversely, the simulator for 
neural networks described in (Ziv et al., 1994) is 
being used for research and educational purposes, but 
it’s focus is only on neural mechanisms. Therefore, 

it does not have the necessary tools for the student 
to understand how force is developed and how it 
depends jointly on the properties of the muscle fibers 
and the nervous system.

In this report, a specific-purpose neuromuscular 
simulator will be presented and its use as a tool for 
the teaching of Principles of Neuroscience will be 
described. This web-based simulator, named ReMoto, 
provides several tools that are very useful for the study 
of purely neurophysiological concepts, from single cells 
to neuronal networks. In addition, due to the inclusion 
of some aspects of muscle unit physiology, it may also 
be used to explore the intricacies of the generation of 
muscle force and muscle electrical activity. The first 
version of this neuromuscular system was intended 
for computational neuroscience research (Cisi and 
Kohn, 2008). The recently redesigned graphical user 
interface (GUI) and the inclusion of novel experimental 
protocols (called “Demonstrations” in the simulator) 
opened the way for its use for educational purposes. 
Several application examples will be provided after 
the presentation of the main details of the simulator, 
ranging from single cell behavior to motor behavior. 
Finally, the outcomes of a survey conducted on 
students from the Principles of Neuroscience course 
(see Course description in Methods) will be presented. 
Part of this work was previously presented as an 
abstract (Elias et al., 2012b).

Methods

Course description

The Principles of Neuroscience course is offered at the 
graduate entry level for students coming from different 
backgrounds (e.g., engineers, physical therapists, 
biologists). The course is officially offered in both the 
Electrical/Biomedical Engineering Graduate Program 
and in the campus-wide Neuroscience Graduate 
Program at the University de São Paulo (USP, São 
Paulo, Brazil). The topics covered include: structure of 
the nervous system, structure of nerve cells and their 
membranes, ionic channels in the neuronal membrane, 
the ionic basis of the resting potential and the action 
potential, presynaptic and postsynaptic mechanisms 
in synaptic function, LTP and synaptic plasticity in 
memory and learning, sensory receptors in the skin 
and muscles, muscle contraction mechanisms, basics 
of spinal cord neural circuits and their influence on 
the control of muscles acting around a joint, the inner 
ear (vestibular and cochlear functions), electrical 
activity of the cortex and sleep.

The classes are based on an active interplay 
between the instructor (second author of this study) and 

Rev. Bras. Eng. Bioméd., v. 29, n.3, p. 213-226, set. 2013
Braz. J. Biom. Eng., 29(3), 213-226, Sept. 2013214



Web-based simulator to the teaching of neurosciences

the students. They are required to come to class with a 
pre-specified topic of the textbook well studied at home. 
The instructor pinpoints the most important concepts 
of that lecture and answers the questions posed by the 
students. At the end of randomly selected classes, there 
is an essay-based mini-exam. Therefore, the students 
come to every class with the subject matter well read 
beforehand. At the end of the course there is a final 
exam. There are two optional computer simulation 
home-works, one based on the Hodgkin-Huxley 
model (Hodgkin and Huxley, 1952; Touretzky et al., 
2003) and the other based on ReMoto. A student’s 
performance in these home-works contributes with 
a small percentage to the final grade.

Description of the neuromuscular model

General structure

A complete description of the mathematical models 
implemented in the simulator may be found elsewhere 
(Cisi and Kohn, 2008; Elias et al., 2012a). Briefly, the 
simulator provides a detailed modeling of four spinal 
motor nuclei that command leg muscles responsible 
for ankle extension (Soleus – SOL; Gastrocnemius 
Medialis – GM; Gastrocnemius Lateralis – GL) and 
ankle flexion (Tibialis Anterior – TA). Each nucleus 
encompasses a motor neuron (MN) pool and spinal 
interneurons (INs) mediating recurrent inhibition 
(Renshaw cells – RC), reciprocal inhibition (Ia 
inhibitory INs that receive inputs from antagonist 
muscles), and Ib inhibition. Ia and Ib afferents are 
present in ReMoto to allow studies of spinal reflexes 
(e.g., H-reflex) generated by electrical stimulation 
applied to a nerve (Posterior Tibial Nerve for SOL, 
GL and GM; Common Peroneal Nerve for TA). 
This feature of nerve stimulation is useful for the 
understanding of some electrophysiological tests 
applied in the neurology clinic. Default numbers 
of spinal neurons and afferent axons were based on 
estimates from human and cat literature, but these 
values can be changed according to the application 
being studied (see examples in Results section). The 
MN pool drives muscle units, which generate both 
electrical (motor unit action potentials – MUAPs) and 
mechanical activity (force twitches). For each muscle, 
one output is the EMG, expressed as the sum of all 
MUAPs, and the force, which is the sum of all muscle 
twitches. Figure 1 summarizes the network structure 
of two motor nuclei (SOL and TA) and the pathways 
mediating monosynaptic Ia excitation, Ib inhibition, 
recurrent inhibition, and reciprocal inhibition. It is 
interesting to note that these modeled neural circuits 
may influence each other by means of the well-known 
reciprocal inhibitory pathways.

Each type-specified (i.e., S, FR and FF) MN 
model is represented as two cylindrical compartments 
associated, respectively, with the soma and the dendritic 
tree. The somatic compartment encompasses Na+ and 
fast K+ conductances, responsible for the genesis of 
action potentials, and a slow K+ conductance yielding 
the afterhyperpolarization (AHP). Recently, an L-type 
Ca++ channel was added to the dendritic compartment to 
account for the persistent inward current (PIC), which 
is activated by the presence of neuromodulators (e.g., 
serotonin and norepinephrine) in the spinal cord (Elias 
and Kohn, 2013; Heckman et al., 2009). The level 
of neuromodulation can be adjusted to set the PIC 
magnitude during the simulation of different motor 
tasks (Elias and Kohn, 2013; Elias et al., 2012a). 
In addition, synaptically activated conductances 
(excitatory and inhibitory) are included in both somatic 
and dendritic compartments. INs are modeled as a 
single compartment (point models) with conductances 
similar to those included in the MN soma, but without 
PIC-generating conductances. The dynamic behavior 
of each conductance is a simplification of the Hodgkin-
Huxley formalism (Destexhe, 1997) that was adopted 
to speed up the simulations. Parameter values were 
chosen so that individual neuron models matched 
experimental data from cats (e.g., AHP time course; 
firing rate versus injected current relation). The synaptic 
mechanisms are modeled following a kinetic model 
(Destexhe et al., 1994) with facilitation and depression 
dynamics, i.e., the amplitude of post-synaptic potentials 
can increase or decrease, respectively, after repetitive 
activations. A spike generated by a MN model reaches 
the MU end plate after a randomly chosen delay value, 
representing the effect of axonal conduction velocity. 
Similarly, there are delays in synaptic transmission 
from descending commands and afferent fibers to 
spinal neurons.

The MUAPs are modeled by Hermite-Rodrigez 
functions (Lo Conte et al., 1994; Zhou and Rymer, 
2004), which are summed to generate the EMG. A 
band-pass filter is applied to the signal in order to 
reproduce in the simulator what happens in a real 
bipolar surface EMG acquisition. The MU twitch 
is modeled as the impulse response of a critically 
damped second-order system which approximates 
the behavior obtained from human muscles (Milner-
Brown et al., 1973).

In ReMoto, two nerves that supply the Triceps 
Surae (SOL, GM, and GL) and the TA can be 
electrically stimulated (short current pulses) as done 
in clinical neurophysiology, to obtain M-waves and 
H-reflexes. These electrical response signals are 
useful for studying the human spinal cord and nerves 
by noninvasive means, either in health or disease 
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(Pierrot-Deseilligny and Burke, 2012). In addition, 
electrical stimuli may be intracellularly applied to 
spinal neurons with different waveforms (step, pulse, 
sinusoid, ramp, and random signal) for studies of 
single neuron dynamics as done in invasive animal 
experiments. In order to mimic volitional force control, 
the MN pool may be driven by descending tracts whose 
spike trains are modeled as nonhomogeneous renewal 
point processes with Gamma-distributed interspike 
intervals, which provide a flexible and realistic 
stochastic source for the spinal neurons (Deger et al., 
2012). Point process intensities may be modulated by 
different mathematical functions (e.g., sinusoid) in 
order to reproduce dynamic motor behaviors.

The simulator was developed in Java (Oracle) 
programming language, as a web application 
(accessible at http://remoto.leb.usp.br/). It uses open 

source technologies, which include i) Eclipse as the 
development environment ii) Tomcat as the servlet 
container iii) HSQLDB as the database manager system 
iv) Struts as the web framework v) and JFreeChart 
as the chart library. ReMoto is a multi-platform 
application that can be accessed from any web browser 
with support to the Java virtual machine, including 
those embedded in mobile devices (e.g., smartphones 
and tablets). The user can also work in a logged-in 
mode in which he/she could create specific simulation 
scenarios that remain available for his/her future 
studies. A series of default scenarios are provided to 
assist first-time users as well as instructors.

Graphical user interface (GUI)

The GUI was greatly improved in the new version 
of the simulator in comparison with the previous 

Figure 1. Schematic of the simulator. This figure shows only two of the motor nuclei, one for the Soleus (SOL) and the other for the Tibialis 
Anterior (TA) muscle. The descending commands, responsible for ankle extension and/or ankle flexion, activate the α-MN pools and spinal 
neurons: Renshaw cells (RCs), Ia inhibitory interneurons (IaIn), and Ib inhibitory interneurons (IbIn). Values in parentheses show default 
values of the numbers of elements. Ia and Ib afferents come from Posterior Tibial Nerve (PTN) and Common Peroneal Nerve (CPN), which 
can be electrically stimulated.
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one, which was mainly intended for computational 
neuroscience research (see Figure 2 in (Cisi and Kohn, 
2008)). The new GUI is designed with interactive 
menus representing more general structures (e.g., 
number of neuronal elements as shown in Figure 2A) 
and internal menus permitting access to more specific 
elements. In addition, the user can now visualize 
the selected input waveforms and/or the statistical 
characteristics of these signals when setting up the 
simulation configuration (see Figure 2B), improving 
the control over what one wants to simulate. All these 
new features increased the potential use of ReMoto 
as a teaching tool.

Visualizing and exporting output data

Several output data can be visualized directly from 
the simulation environment (see Figure 2C). An 
interesting additional feature of the most recent 
version is the possibility to visualize the output 
data in an interactive graph (by means of an Applet, 
which is a Java application embedded in the HTML 
code), with zooming and dragging capabilities. 
However, if the user wants to perform a more specific 
analysis of the simulated data (e.g., peri-stimulus 
time histograms, EMG envelope, etc.) he/she may 
export the data in ASCII format, which is readable by 
most math programs (e.g., MatLab) or spreadsheets 
(e.g., MS Excel).

Results

Application examples

Single neuron responses: action potential, 
synaptic facilitation, refractory period, and 
frequency-current relationship

The first set of examples will show how the 
neuromuscular simulator can be used to illustrate 
basic behaviors of a single neuron in response to 
different stimuli. Figure 3A shows simulation results 
from a single neuron (S-type MN from the SOL motor 
nucleus), which received synaptic inputs from Ia 
afferents of the PTN. Five electrical pulses stimulated 
this nerve so that the presynaptic input generated 
excitatory post-synaptic potentials (EPSPs) on the 
target neuron. The temporal summation of these 
EPSPs leads to membrane potential depolarization 
up to a given level (threshold) from which the action 
potential (AP) is generated by the ionic channel 
dynamics (see the inset in Figure 3A). The rising 
phase (or depolarization) of the AP occurs due to the 
opening of Na+ channels while its falling phase (or 
repolarization) is due to the opening of K+ channels, 

as well as the closing of Na+ channels (inset of 
Figure 3A). This is the basic mechanism of AP 
generation that was firstly described in the seminal 
paper by Hodgkin and Huxley (1952). However, in a 
large variety of neurons (e.g., MNs) one can observe a 
hyperpolarization following the AP (referred to as the 
AHP), which is mainly due to a slow K+ channel, and 
is functionally significant in regulating the neuronal 
firing rate during a sustained activity (Kernell, 2006). 
All these mechanisms can be easily explored using the 
simulator, and, in addition to the somatic membrane 
potential, one can monitor the dendritic membrane 
potential, which is the main location for synaptic 
inputs (see the red curve in Figure 3A).

A quite interesting topic covered in Neuroscience 
courses is the synaptic plasticity (Kandel et al., 2013). 
A kind of short-term synaptic plasticity is synaptic 
facilitation, which is an increase in EPSP amplitude 
during repetitive presynaptic activity. The main cause 
of this phenomenon is an excess (or residue) of Ca++ 
ions within the presynaptic membrane, leading to 
an increase in neurotransmitter release. Using the 
simulator, one can investigate how the synaptic 
facilitation time course (which may be easily changed) 
influences the genesis of an AP. Figure 3B shows an 
example of the effect of synaptic facilitation on the 
genesis of an AP. As the EPSP amplitude increases after 
each presynaptic spike, the AP threshold is reached 
earlier. The student/instructor can also simulate the 
opposite effect, i.e., synaptic depression (not shown 
here) that occurs during long-lasting presynaptic 
activity (Kandel et al., 2013; Kohn et al., 1997).

After the genesis of an AP, a second spike can 
only be generated after a certain minimal time interval 
referred to as the refractory period (Tr). This low-
excitability period of the neuron is due to the AHP 
and to the Na+ channel inactivation (Kandel et al., 
2013). The double pulse experiment illustrated in 
Figure 4 is frequently used to evaluate this property. 
The first stimulus pulse is injected into the neuron’s 
soma so as to generate an AP. The second pulse is 
injected after a delay and having an amplitude which is 
barely supra-threshold. The minimal delay value that 
results in the firing of an AP by the second stimulus 
pulse defines Tr (see the small blue and red bars 
in Figure 4 indicating the two stimulus pulses that 
were able of firing the neuron once per pulse). If the 
delay between the two injected pulses is lower than 
Tr an AP cannot be generated (see the black vertical 
bar in Figure 4), unless the amplitude of the current 
is increased (relative refractory period). Within the 
absolute refractory period, which is primarily due to 
the Na+ channel inactivation, no AP will be generated 
even for high intensity pulses (not shown).
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Figure 2. Screenshots taken from different parts of ReMoto. The graphical user interface (GUI) was entirely redesigned in comparison with 
the first version of the simulator (Cisi and Kohn, 2008). (A) Selection of neuronal elements: In this screen, the user can select the elements 
that will be used in a specific simulation. (B) Configuration of the injected current: The graph illustrates the current waveform that is injected 
into the neuron’s soma (a DC level plus a sine wave). (C) In the Simulation Results page, several output variables can be visualized and, as 
additional tools, the user can visualize the data in an interactive graph as well as export the data in ASCII format.
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A final example concerning the basic mechanisms 
of single neurons is the response to steady currents 
injected through the cell’s membrane. Figure 5A shows 
qualitatively that the higher is the amplitude of the 

injected current the higher is the neuron’s firing rate 
(APs per seconds). This is valid for a great variety 
of neurons in the nervous system and the instructor 
may point out that many sensory receptors have their 

Figure 3. (A) Temporal summation of excitatory post-synaptic potentials (EPSPs) leading to action potential (AP) generation when the 
somatic membrane crosses a firing threshold. The AP firing depends on the ionic conductances activated (inset). Depolarization depends 
on the Na+ conductance (gNa) and repolarization on both gNa and fast K+ (gKf). A slow K+ conductance (gKs) yields the afterhyperpolarization 
(AHP). All these variables are readily available as simulation outputs. (B) Somatic membrane time courses in two conditions: without and 
with synaptic facilitation. Note short-term increases in EPSP amplitudes during facilitation, which makes the membrane potential reach 
threshold earlier, leading to AP firing (most of it is clipped for clearer viewing of the EPSPs).
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functioning based on a monotonic relation between 
firing rate and input intensity, as shown in Figure 5B. 
For more advanced students, the instructor may 
point out that in some cases the relation between 
the neuron’s firing rate (f) and the injected current 
(I) – referred to as f-I curve – may be approximately 
linear (Figure 5B), as in anaesthetized cats (Kernell, 
2006), and at other times it will be nonlinear as in 
decerebrate non-anaesthetized cats or in different 
animals after administration of neuromodulators 
(e.g., serotonin or norepinephrine) (Elias and Kohn, 
2013; Kernell, 2006)).

Frequency modulation and phase locking

This application, illustrated using a single neuron, 
is more challenging since it evidences the highly 
nonlinear behavior of the neuron as an information-
processing unit. Initially, a steady current is injected 
into the neuron so as to maintain an approximately 
constant firing rate (~20 Hz). Next, a sinusoidal 
modulation is superimposed to the steady current 
and will be called simply the input to the neuron.

For very low input frequencies (2 Hz in Figure 6A) 
the neuron’s firing rate is sinusoidally modulated, i.e., 
the output rate follows the input signal. This relation 
between the neuron’s output firing rate and the neuron’s 
input amplitude is the so-called rate coding principle of 
sensory neurophysiology (Kandel et al., 2013). As the 
input frequency increases, a nonlinear behavior starts 
to emerge. For instance, for a 6 Hz input frequency 
(Figure 6B) the neuron output synchronizes with 
the input in a 3:1 fashion, i.e., the neuron discharges 
three APs at every cycle of the sinusoidal input. It is 
worth noting that the discharge burst occurs at the 

same phase of the sinusoid, characterizing the phase 
locking phenomenon. For modulation frequencies in 
a range around the natural frequency of the neuron 
(i.e., 20 Hz), a 1:1 synchronism is observed (note that 
one AP is generated at each cycle of the sinusoid in 
Figure 6C). Finally, for frequencies well above the 
natural frequency, a 1:M (with M representing the 
number of input cycles) synchronism is observed. For 
example, if the modulation frequency is set at 100 Hz 
(Figure 6D) for the neuron used in this application, a 1:4 
synchronism is achieved. This intricate phenomenon, 
whose mechanisms are out of the scope of this paper, 
has been described in many neural systems, such as in 
invertebrate sensory neurons (Martinez et al., 1983) 
and neurons of the auditory system (cochlear nerve 

Figure 4. Double pulse paradigm used to evaluate the refractory 
period of a neuron. When the interpulse interval (IPI) is about or 
higher than 55 ms (small gray vertical bars at the bottom) the neuron 
discharges a second spike; however, for lower IPIs the second pulse 
(barely supra-threshold) does not generate a spike (see EPSP following 
the black vertical bar) due to the refractory period of the neuron.

Figure 5. (A) A steady current injected into the neuron’s soma evokes 
repetitive discharges with a certain frequency (firing rate). The 
higher the injected current amplitude, the higher the neuron’s firing 
rate. (B) Relationship between injected current and firing rate for a 
single motor neuron model. This approximately linear relationship 
is characteristic for motor neurons of anaesthetized animals and 
for several other neurons within the central nervous system (CNS).
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these fibers will respond to weak stimuli, generating a 
reflexive wave that can be recorded from the muscle 
EMG. Starting at some higher stimulus intensity, a 
few motor axons will also be activated generating a 
direct motor response (termed M-wave and occurring 
at a smaller latency) while the H-reflex will attain its 
maximal amplitude. For stimulus intensities higher than 
this causing the maximum H-reflex, the antidromic 
APs generated in the motor axons will annihilate the 
orthodromic APs generated by the reflex. This will lead 
to a decrease in H-reflex amplitude. These mechanisms 
lead to a recruitment curve of the simulated responses 
as shown in Figure 7A, where the ordinate is the 
H-reflex (or M-wave) normalized amplitude and the 
abscissa is the stimulus intensity. The data points in 

fibers) that code the incoming sound information 
(Kandel et al., 2013).

H-reflex and reciprocal inhibition

The H-reflex is a common electrical response used 
in clinical neurophysiology and in human research to 
estimate the excitability of the spinal cord (Daube and 
Rubin, 2009; Pierrot-Deseilligny and Burke, 2012). 
Basically, the H-reflex is generated by activating 
the monosynaptic pathway encompassing the Ia 
afferents, spinal MNs and the muscle. In this technique, 
the peripheral nerve is electrically stimulated by a 
rectangular pulse (1 ms duration), which evokes a 
synchronous discharge in the fibers. As Ia afferents 
have larger diameters than motor axons, a fraction of 

Figure 6. Frequency modulation and phase locking between the input and output of a single neuron model. (A) For a low-frequency sinusoidal 
input, the neuron’s firing rate approximately follows the input signal imposed on the neuron. (B) 3:1 synchronism is shown when the input 
frequency is set to 6 Hz. This frequency is well below the natural frequency of this neuron (fn = 20 Hz). Note that the triple discharge occurs 
at the same phase in each cycle of the sinusoidal input. (C) When the input frequency is near fn, a 1:1 synchronism is observed. (D) For an 
input at 100 Hz, 1 spike is discharged at every 4 cycles of the input signal (1:4 synchronism).
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this graph were obtained using the neuromuscular 
model comprising the SOL muscle with stimulation 
of the PTN by single pulses of different amplitudes. 
The H-reflex and M-wave recruitment curves resemble 
those obtained from human experiments (Pierrot-
Deseilligny and Burke, 2012).

Frequently, the H-reflex of a given muscle (test 
reflex) is conditioned by a stimulus applied to a 
nerve innervating an antagonist muscle in order to 
evaluate the influence of the reciprocal inhibition 
(RI) pathway (Pierrot-Deseilligny and Burke, 2012). 
Using the simulator, one can assess the conditioning 
effect of the RI on the H-reflex by applying a test 
stimulus to the PTN and a conditioning stimulus 
to the CPN (antagonist nerve; see Figure 1) 2-3 ms 
before the test. Gray curves in Figure 7B represent 

five sweeps of test H reflexes (simulated SOL muscle 
EMG) with amplitudes of ~20% of the maximum 
M-wave (MMAX). When the conditioning stimulus is 
applied to the CPN, the H-reflex amplitude decreases 
by ~40% of the control value (see black curves in 
Figure 7B). This amount of inhibition is compatible 
with experimentally observed values for humans 
(Morita et al., 1998). The lower panels in Figure 7B 
show the raster plots of active MNs for a single trial 
in control (left graph) and RI (right graph) conditions 
(in this case less MNs fired due to the reciprocal 
inhibition). This last piece of information is quite 
valuable (and unavailable from human experiments) 
to illustrate what happens to the neuronal population 
during studies of spinal reflexes.

Recruitment and rate coding in force generation

During a given motor task, two fundamental 
mechanisms are involved to increase the force level 
(Heckman and Enoka, 2012): i) the recruitment of new 
motor units, and ii) previously recruited motor units 
increase their firing rate, called rate coding in motor 
control. Both mechanisms may be easily studied using 
the neuromuscular simulator presented in this work.

Figure 8 shows the effects of a linearly rising 
command (1500 ms duration) imposed on the GM 
muscle and the resulting force increase in the upper 
panel. The shadowed box represents the recruitment 
range, i.e., the force range when additional (higher 
threshold) motor units are being recruited as the 
contraction increases. After the end of the recruitment 
range, the increase in force is due solely to the increase 
in motor unit firing rate. It is worth noting that for 
this muscle new motor units are recruited up to ~80% 

Figure 7. (A) H-reflex recruitment curve. Black circles represent 
the peak-to-peak amplitude of the direct motor M-wave, whereas 
empty circles correspond to peak-to-peak amplitude (in percentage 
of the maximum M-wave) of the H-reflex. (B) Effect of reciprocal 
inhibition (RI) on H-reflex amplitude. Top panel shows simulated 
EMGs (n = 5) evidencing small M-waves and the H-reflexes. Gray 
curves represent control conditions in which the RI pathway was not 
activated. Black curves show that the H-reflexes were reduced due 
to the conditioned stimulus applied to the Common Peroneal Nerve 
(CPN). Bottom panel shows two graphs with raster plots for one 
control and one RI condition (a raster plot shows for any MN of the 
pool, numbered in the ordinate, when it discharges in the time axis, 
as indicated by a single dot). Note the lower number of recruited 
MNs in RI condition.

Figure 8. Recruitment and rate coding in force control. During a 
slowly rising contraction, new motor units are recruited up to ~80% 
of the maximum voluntary contraction (MVC). Gray box defines the 
recruitment range in this case. The increase in muscle force observed 
above the full motor unit recruitment (to the right of the box) is due 
solely to the increase in motor unit firing rate (rate coding).
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of the maximum “voluntary” contraction (MVC). 
The graph in the middle panel of Figure 8 shows the 
simulated EMG. Note the increase in EMG intensity 
as the contraction progresses.

Student feedback

A survey was conducted on a subset of eight graduate 
students that took the Principles of Neuroscience course 
in 2012 at the USP. The questionnaire (Table 1) asked 
them about their opinion about ReMoto used in the 
second optional homework which explored several 
concepts, including H-reflex and force control (similar 
to the examples presented above). Identification field 
was not provided to avoid bias in the responses.

Figure 9 shows the survey outcomes. Almost 
all students rated the simulator as a good or an 
excellent learning tool, even when comparing with 
other simulators frequently used. They considered 
the graphical user interface adequate to be used by 
any student, but some (3) recommended a tutorial 
on the use of the simulator or onscreen tips so as to 
help the user in configuring a simulation. It should 
be noted that all the surveyed students completed 
successfully the proposed homework. All the students 
recommended the use of ReMoto as a learning tool 

for other students, and approximately 90% wrote 
that they would use the simulator in future projects.

Discussion
In this paper, we presented an open-source web-based 
neuromuscular simulator, ReMoto, which may be a 
helpful aid to the teaching of principles of neuroscience. 
The multi-scale structure of the simulator allows 
one to explore concepts ranging from single cell 
dynamics to whole muscle control, generating force 
and EMG. Due to its GUI, simulation configuration 
and data visualization are more straightforward than 
the previous version reported elsewhere (Cisi and 
Kohn, 2008). Its availability as a web application is 
a distinguishing characteristic in comparison to other 
packages (e.g., (Bower and Beeman, 1998; Brette et al., 
2007; Carnevale and Hines, 2006; Delp et al., 2007)), 
mainly when viewed from the didactic perspective.

One of the guiding lights for the construction of this 
software was its usage by persons without a background 
on mathematical modeling and/or programming. The 
advantage of this approach is that all the structure 
needed for the simulation of a given neurophysiological 
experiment is already implemented. The user should 
only select the appropriate elements encompassing 

Table 1. Questionnaire used in the survey. Questions were separated in two blocks: In block A the students rated the simulator as Excellent, 
Good, Irrelevant, Bad, and Poor; Block B comprised Yes/No questions.

Block(#) Question
A(1) What is your opinion about the graphical user interface (GUI) of the simulator?
A(2) What is your opinion about the ReMoto as a learning tool?
A(3) How do you classify the ReMoto in comparison to other learning tools?
A(4) What is your opinion about the way results are presented?
B(1) Is it possible to use ReMoto with the information provided in the website?
B(2) Do you recommend ReMoto to another student?
B(3) Do you think the provided demonstrations are useful?
B(4) Do you think you can use the ReMoto in the future?

Figure 9. Survey outcomes. (A) Ratio for questions of the block A. (B) Ratio for questions of the block B. For questions, see Table 1.
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the neuronal circuitry it wants to simulate and then 
configure the inputs to the system. More advanced 
users can modify biophysical parameter values of 
each neuronal model (e.g., to study their influence 
on neuronal or motor behavior), or even download 
the source-code from the website in order to freely 
modify whatever he/she wants within the simulator. The 
object-oriented characteristic of the Java programming 
language makes this task somewhat easy.

As mentioned earlier, the simulator has been 
used successfully as an additional teaching tool in a 
Principles of Neuroscience course at the USP. Due to 
its inherent power, the simulator could be used also 
in courses on Neural Engineering, Motor Control or 
Computational Neuroscience, as well as in research 
(Cisi and Kohn, 2008; Elias et al., 2012a). The 
instructor may use ReMoto in real time during classes 
to illustrate specific topics that are being taught (this 
has been done in previous years in the Principles 
of Neuroscience course mentioned before). At the 
same time, for the student, ReMoto may serve as an 
adjunct tool in the learning both at home or inside 
the classroom. It may act as a virtual laboratory in 
which the tutor (instructor) provides a challenging 
experiment and the student tries to figure out the 
best way to solve and interpret the problem using 
the knowledge acquired from the theory. In fact, 
several disciplines, including neurosciences, are 
being taught using a problem-based (or hands-on) 
approach (Deslauriers et al., 2011; Hosseinzadeh and 
Hesamzadeh, 2012; Wiznia et al., 2012). Technologies 
such as that presented here are in accordance with 
this teaching/learning method and may be used to 
improve education in neuroscience, neural engineering 
and related fields.

The outcomes of the survey conducted on graduate 
students from the Principles of Neuroscience course 
suggest that ReMoto was an effective resource. The 
(few) criticisms received are being used to improve 
future versions of the simulator, as well as in the 
development of additional documentation and video 
tutorials. A detailed quantitative evaluation of the 
efficacy of ReMoto as a learning tool may be a topic 
for a future study. Nonetheless, this preliminary 
result from a relatively small number of students was 
relevant to highlight the strengths and weaknesses 
of the simulator and was useful as a guide for future 
improvements.

The examples shown here (see Application 
examples in Results section) are just a small fraction of 
a multitude of possible scenarios that can be simulated 
in ReMoto. Several other examples frequently covered 
in principles of neuroscience courses can be also 
evaluated, for instance: i) drug effects on ionic 

channels (e.g., blocking) and their influence on AP 
firing threshold, or AP time-course; ii) effect of training 
on force generation, by changing the properties (i.e. 
amplitude and time-decay) of twitches; and iii) effect(s) 
of channelopathy (Cannon, 2006; Tomlinson et al., 
2009; Vincent, 2010) on motor behavior. Just by 
changing parameters and/or adding elements one 
can simulate a whole new system that can be used 
to illustrate key concepts in neuroscience, neural 
engineering and motor control.

Some of the limitations of the simulator should be 
acknowledged: i) inexistence of a large dendritic tree, 
which is important to represent the spatial location 
of dendritic ionic channels (ElBasiouny et al., 2005) 
as well as synaptic dispersion (Segev et al., 1990); 
ii) the muscle force has no influence from intrinsic 
viscoelastic properties (Zajac, 1989); and iii) the 
simulator operates in open-loop, i.e., there is no 
proprioceptive feedback from peripheral receptors. 
Nevertheless, the system is being continuously 
incremented, and several new features are under 
way. A recent study from our lab (Chaud et al., 
2012) used a beta version (not yet available as a web-
application) to evaluate the short-latency component 
of the stretch reflex of the SO muscle (Cronin et al., 
2008). This new system included: muscle spindle model 
(Mileusnic et al., 2006) providing the proprioceptive 
feedback and a Hill-type muscle model (Zajac, 1989), 
with viscoelastic properties of muscle fibers and tendon. 
In the future, several of these new elements will be 
made available on the web application (as part of the 
ReMoto simulator) and several new examples may 
emerge for the teaching of fundamental mechanisms 
regarding the neuromusculoskeletal system.
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