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Model Predictive Disturbance 
Rejection during Cooperative Mobile 
Robot Assembly Tasks 
This paper addresses the problem of disturbance compensation for the successful assembly 
of structures by mobile field robots. A control architecture, consisting of a linear PID joint 
controller with model predictive feed-forward compensation for mobile base motions and 
interactive-force disturbance rejection is discussed. Object insertion is achieved by 
predicting environment-object contact states and motions are planned in the direction of 
least resistance. Issues addressed include dynamic modeling of multiple cooperative 
robots, control architecture design and stability analysis, and environment-object contact 
state prediction. Simulation results show the effectiveness of the control architecture. 
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Introduction 

Future mobile field robotic systems, such as planetary and 
terrestrial mission robots, will be required to perform complex tasks 
(Huntsberger, 1997; Shaffer and Stentz, 1992). Planetary robots will 
be used to collect rock samples, to build infrastructures, and explore 
complex terrains. Tasks for terrestrial field robots may include 
explosive ordinance removal, de-mining and handling hazardous 
waste, and environment restoration (Baumgartner et al., 1998; 
Huntsberger, 1997; Osborn, 1989; Shaffer and Stentz, 1992). Those 
will require the handling of relatively large objects, such as 
deploying of solar panels and sensor arrays, anchoring of deployed 
structures, movement of rocks, and clearing of terrain. An important 
goal of robotics research is to develop mobile robot teams that can 
work cooperatively in unstructured field environments, such as 
shown conceptually in Fig. 1 (Baumgartner et al., 1998; 
Huntsberger, 1997). 

Each field robot may be equipped with a manipulator arm and 
sensors such as inclinometers, accelerometers, vision systems, and 
force/torque sensors. The control of such systems typically requires 
models of the environment and task. This paper addresses the 
problem of assembly (insertion) tasks performed by cooperative 
mobile robots in field environments.  

Substantial previous research has been devoted to control and 
planning of cooperative 1robots and manipulators (Alur, 2000; 
Donald et al., 1997; Gerkey and Mataric, 2000; Khatib, 1995; 
Marapane et al., 1996; Mataric, 1998; Parker, 1995; Veloso and 
Stone, 1999). However, these results are largely inapplicable to 
mobile robots in unstructured field environments. The methods 
developed to date generally rely on assumptions that include: flat 
and hard terrain; accurate knowledge of the environment; little or no 
task uncertainty; and sufficient sensing capability. Additionally, 
researchers have developed several approaches to the single robot 
object insertion problem including motion in direction of least 
resistance, perturbation methods, petri-nets and event-based 
approaches, and remote compliance center modeling for contact 
state identification (Giraud and Sidobre, 1992; Hirai and Iwata, 
1992; Kang et al., 1998; Kitagaki et al., 1993; Kittipongpattana and 
Laowattana, 1998; Lee and Asada, 1999; McCarragher and Asada, 
1993; Shimokura and Muto, 1996; Xiao and Liu, 1998).  

Little work has been done in addressing the problem of 
autonomous field robots cooperatively assembling structures. In 
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unstructured field environments the robot(s) needs to construct 
environment and task models from available sensory information. A 
number of problems can make this difficult. These include the 
uncertainty of the task in the environment, location and orientation 
errors in the individual robots, sensing occlusions, and external 
disturbances. Previously reported work has addressed problems due 
to environment and task sensing uncertainty and limitations (Sujan, 
2002a; Sujan, 2002b; Sujan and Dubowsky, 2002).  

This paper addresses the problem of disturbance compensation 
for the successful assembly of structures by mobile field robots. 
Disturbances may arise due to inter-robot and robot-environment 
interaction forces. Such disturbances can significantly degrade the 
performance of a manipulator. They may cause the manipulator to 
leave its prescribed path, saturate its actuators, and induce high 
stresses (both internal and external e.g. at the endpoint). 
Additionally, a critical element in task execution may be the stresses 
exerted by the system(s) on the structure elements and the 
environment. Therefore, these forces will have to be monitored and 
kept below a damage threshold during the entire task.  

The control system proposed for manipulator control is a linear 
PID joint controller with model predictive feed-forward 
compensation for mobile base motions and interactive-force 
disturbance rejection. Object insertion is achieved by predicting 
environment-object contact states (from force/torque sensor 
readings) and motions are planned in the direction of least 
resistance. To model an appropriate controller for such a system, a 
dynamic model of this environment must be developed. Such a 
model will demonstrate the relationship between manipulator joint 
angles/positions, vehicle base motions and external end-point 
interactive forces.  

Simulation results show the effectiveness of the control 
architecture. Without dynamic disturbance compensation in the 
control loop, the system is seen to fail. However, with dynamic 
disturbance compensation in the control loop, the robots are now 
able to predict the errors that would be introduced into the system 
due to external interaction forces, and succeed in task execution.  

Nomenclature 

bi = 3x1 unit vector along joint axis i, dimensionless 
d = measured vehicle disturbance vector [xV, yV, θV]T 
dxi, dyi, dzi = distance between the vehicle center of gravity and 

tire i in the x, y or z direction, m 
F = measured manipulator endpoint external force, N 
Fk = externally applied force [Fxk, Fyk, Fzk]

T, N 
FV  = vehicle inertial feed-forward term (analytical) 
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fV  = vehicle damping feed-forward term (analytical) 
ffr = measured contact friction force, N 
fn = measured normal contact force, N 
g = gravitational acceleration vector [gx, gy, gz]

T, m/s2 
G = gravitational term, N or N⋅m 
H = augmented inertia tensor of the manipulator-vehicle system 

Hij = element (i, j) of the manipulator-vehicle system inertia 
matrix H  

HM = augmented inertia tensor of the manipulator solely 

h = augmented matrix of Coriolis and centrifugal coefficients of 
the manipulator-vehicle system 

hijk = Christoffel’s three-index coefficient 
hM  = augmented matrix of Coriolis and centrifugal coefficients 

of the manipulator solely 

I = moment of inertia, N⋅m2 
J = manipulator Jacobian matrix 
J(j) = column j of the manipulator Jacobian matrix 
KD = derivative control gain 
KI = integral control gain 
KP = proportional control gain 
Kx,y,z = linear stiffness in the x, y or z direction, kN/m 
Kθ = angular stiffness, kN⋅m 
l = link length, m 
m = link mass, kg 
M j = externally applied moment [Mxj, Myj, Mzj]

T, N⋅m 
p = position vector [xp, yp, 0]T of point p in Fig. 4, m 
Qi = generalized force on joint i, N 
qi = generalized coordinate associated to joint i, m or deg 
r i = position vector [xi, yi, zi]

T of particle i, m 
r i,cj

 = vector of centroid of link j from ith frame, m 
Sk = position vector [xSk

, ySk
, zSk

]T where external force Fk is 
applied, m 

T  = total torque [Tx, Ty, Tz]
T acting on point p in Fig. 4, N⋅m 

V = Lyapunov function 
vc = linear velocity of link centroid, m/s 

Greek Symbols 

θ = angular displacement, rad 
ΘΘΘΘ = manipulator parameter vector [θ1, θ2, θ3]

T 
ττττ = joint torque vector, N⋅m 
ωωωωc = link angular velocity, rad/s 

Subscripts 

A  relative to angular velocities 
D  relative to derivative control  
d  desired value  
F  relative to force control  
I  relative to integral control  
i  relative to manipulator joint i  
L  relative to linear velocities 
P  relative to proportional control  
v  relative to vehicle center of gravity  
x  relative to the x direction  
y  relative to the y direction 
z  relative to the z direction 
zmp  relative to the zero moment point 
~  estimation error 

Control Algorithm Development 

A feedback controller is characterized by not reacting to a 
disturbance before a control error has already occurred. But in many 
cases it is possible to measure the value of a disturbance before it 
gives rise to a control error. In model predictive control, disturbance 
rejection is accomplished by estimating the equivalent disturbance 

of a system based on its dynamic model and the sensed 
disturbances. This is also known as feed-forward control, which 
takes control action in the manipulator to eliminate the impact of 
uncontrolled vehicle disturbances before any errors in the 
manipulator can be detected, see Fig. 2. Disturbance measurements 
are fed into a dynamic system model to account for the errors 
caused by them. The resulting dynamic disturbance commands are 
fed-forward and added to the basic controller commands to give the 
system control input. The basic joint-level controller considered 
here is a PID controller. To function effectively, such a system is 
dependent on an accurate dynamic model and low noise sensors. 
Degradation in the accuracy of the models and the disturbance 
measurements result in corresponding degradation of the controller. 

Using a Lagrangian formulation, the dynamic models of the 
systems and task (represented in Fig. 1) are developed. These 
models account for robot base motion, compliance, and multi-robot 
interaction forces (see Fig. 3 for a planar representation). This 
method can be readily extended to model the closed chain dynamics 
of multiple cooperating robots. The primary steps involved in this 
process are now described. 
 

 
Figure 1. Representative physical system. 
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Figure 2. Block diagram of linear feed-forward compensation for dynamic 
disturbance rejection. 

Step 1: Reduction of Suspension Compliance System 

A 6 DOF linear stiffness and damping system, located at the 
vehicle base center-of-gravity, represents its multi-element 
suspension system. For small base motions, this model of the 
suspension is sufficient to model the vehicle dynamics accurately. If 
the contributions to the suspension are known to occur only from the 
vehicle tires and a passive compliance element, then the combined 6 
DOF stiffness at the center of gravity is given by: 
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where zyx ˆ  ,ˆ  ,ˆ  are unit normal direction vectors for the x, y, z axes 

respectively, as shown in Fig. 3(a). Similar expressions may be 
derived for the 6 DOF damping terms. 
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Figure 3. Cooperative robot modeling. (a) Interacting mobile systems, (b) 
Individual robot with interaction forces 

Step 2: Robot Model Lagrangian Dynamics 

In general for a multi-DOF serial manipulator, the spatial 
equation of motion for the ith link is given by: 
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where Hij is the element (i, j) of the robot inertia matrix H: 
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For example, in the planar system shown in Fig. 3, the 

generalized variables q are given by: 

[ ]T321vvv  θ θ θ θ yx=q  (7) 
 
Note that the suspension effects are embedded into the measured 

vehicle variables xv, yv, θV. Considering small perturbations ∆qi 
about an equilibrium state eiq  and substituting into the non-linear 

dynamic equations of motion gives: 
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Alternatively, these non-linear equations of motion may be 

simplified using Computed Torque Techniques. To compensate for 
the gravitational, Coriolis and centrifugal effects, the control input 
can be easily calculated in real-time from the generalized forces Qi 
given by: 
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where Qc is the output of a simple PID control law. To compensate 
for the (uncontrolled) vehicle disturbances d = [xV, yv, θV]T, the 
associated vehicle inertial and damping feed-forward terms FV and 
fV must be computed. These terms are readily obtained from the last 
3 rows of the manipulator-vehicle system augmented matrices H 
and h, computed from Eqs. (3-4) using the generalized variables q 
from Eq. (7): 
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where the empty-bracketed terms are expressions not necessary for 
the development below, and HM  and hM  are the augmented matrices 
of the manipulator without considering the vehicle-suspension 
generalized variables. 

Converting Eq. (9) into state space form: 
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where, for the planar system shown in Fig. 3, the measured 
manipulator system state x, the computed torque/force input u, and 
the matrices A, B, C, D are given by: 
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Step 3: Stability of Controller for Position Control 

Using this state space formulation of the dynamic system model, 
the effects of disturbances may be predicted and compensated for. 
However, it is important to confirm that such a controller (see Fig. 
2) will remain stable. For the planar 3 DOF arm system show in Fig. 
3, the manipulator dynamics are now given by: 
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where ΘΘΘΘ = [θ1, θ2, θ3]

T is the manipulator parameter vector. For a 
PD joint controller coupled with gravity compensation and dynamic 
disturbance rejection feed-forward terms, we have the control input 
torque: 
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Note that the only gains in the above equation are KP and K D, 

which must be calibrated; all other terms are deterministic equations 
derived from the manipulator and vehicle kinematics and sensor 
readings. The stability of this controller may be verified by 
considering the following Lyapunov function candidate: 
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Since K p and HM  are symmetric and positive definite, V > 0 

(except when ΘΘΘΘ = ΘΘΘΘd). Differentiating V with respect to time gives: 
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For the derivative of the Lyapunov function to be equal to zero, 

it is necessary that 0Θ =& , in which case the acceleration of the 
system is 
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Therefore, the acceleration Θ&&  is always different than zero, 

except when 0=Θ~ , implying in dΘΘ = . It can be concluded then 

that the Lyapunov stability criteria apply and the controller is stable. 

Step 4: Dynamic Tip-Over Stability 

Once a dynamic model of the robotic system(s) has been set up, 
the controller needs to maintain tip-over stability. This is achieved 
by limiting the motion of the dynamic zero-moment point (dynamic 

center of gravity) to lie within the vehicle footprint, see Fig. 4 
(Takanishi et al., 1989). 

Using d’Alambert’s principle, the forces/torques on each 
individual mass particle are evaluated. The X and Y components of 
the zero moment point are given by (Fig. 4): 
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Figure 4. Dynamic tip-over stability. 
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The controller is able to determine the admissible robot motion 

states, by confining the position of the system zero moment point to 
within the vehicle footprint. 

Cooperative Task Execution—Robotic Assembly 

Using the above dynamic models and a model predictive control 
architecture, multiple robots can cooperatively execute an assembly 
task-cooperative insertion. Here a planar model of this problem is 
developed. The insertion problem is addressed by identifying the 
contact point (based on measured forces/torques) and formulating a 
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motion plan to move in the direction of least resistance. Figure 5 
shows an example of the six possible environment interaction states 
of a rectangular object at a similarly shaped insertion site. 

 

State: 0 State: 1 State: 2

State: 3 State: 4 State: 5

 

Figure 5. Environment contact states. 

 
For each of these contact states, a relation between interaction 

forces, the contact point(s), and the measured forces/torques (Fx, Fy 
and M) can be developed (see Figs. 6 through 10).  
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Figure 6. Modeling contact state 1. 
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Figure 7. Modeling contact state 2. 
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Figure 8. Modeling contact state 3. 
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Figure 9. Modeling contact state 4. 
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Figure 10. Modeling contact state 5. 
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The measured forces/torques are evaluated from force/torque 

sensor readings of all cooperating robots. Note that although 
multiple contact points cannot be uniquely identified, yet the motion 
plan is valid. Figure 11 shows the error in location of a single 
contact point as a function of sensor noise. 

 

 
Figure 11. RMS error of location of contact point as a function of 
force/torque sensor noise. 

 
Figure 12 shows the combined control architecture for a hybrid 

master-slave cooperative manipulation of an object by two robots. 
For insertion to a target site, after a rough approximation of the 
target site location (through initial visual identification that may 
consequently get occluded), the controller uses an estimation of 
contact state to “feel” its way to the final target site. This is known 
as surrogate sensing. Once again the motion plan is in the direction 
of least resistance, with the assumption that the target is located in 
such a direction. To overcome the limitations due to this 
assumption, more sophisticated sensing algorithms may need to be 
employed, which have been previously described (Sujan, 2002a; 
Sujan, 2002b; Sujan and Dubowsky, 2002). 
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Figure 12. Decentralized cooperative control architecture. 

Simulation Results 

Two types of simulation tests were performed to verify the 
validity of the control methodologies developed in this paper. In 
both instances a planar model for the robotic system was used, 
consisting of a 3 DOF manipulator mounted on a compliant vehicle 
(see Fig. 3). The vehicle mass is assumed to be 10 kg, with moment 
of inertia 1.0 kg⋅m2, and the base stiffness and damping terms in all 
directions are 200 kN/m and 1.0 kN/(m/s), respectively. The 
manipulator parameters and control gains are shown in Table 1. 

 

Table 1. Manipulator parameters and control gains used in the 
simulations. 

 length mass inertia PID control gains force control 
gains 

link li  
(m) 

mi 
(kg) 

Ii 
(kg⋅m2) 

Kp Kd Ki KFp KFi 

1 0.813 5.0 0.523 80 7 0.2
5 

1.0 0.5 

2 0.508 3.0 0.360 110 6 1.0 1.0 0.5 
3 0.508 3.0 0.360 150 9 1.0 1.0 0.5 
 

Table 2. Frequency response of the manipulator end-effector with and 
without DDC. 

 without DDC with DDC 
base 

oscillation 
frequency 

(Hz) 

X 
amplitude 

(mm) 

Y  
amplitude 

(mm) 

X 
amplitude 

(mm) 

Y  
amplitude 

(mm) 

0.06 5.0 5.0 * * 
0.1 6.0 6.0 * * 
0.5 15 13 0.5 0.5 
1 52 41 2.0 1.5 

100 2.0 2.0 0.6 0.5 
* down to simulated sensor resolution 

 
The first test involved position control of the manipulator arm 

on a single mobile robotic system. Artificial base oscillations with 
roll amplitude of 11° and pitch amplitude of 2° have been 
introduced considering the periods of 17, 10, 2, 1 and 0.01 seconds 
(frequencies of 0.06, 0.1, 0.5, 1 and 100 Hz). An end-point payload 
mass of 8 kg under a 9.81 m/s2 gravity field is assumed. Figure 13 
shows the data obtained for the manipulator position control under 
0.5 and 0.06 Hz oscillations. Table 2 shows the frequency response 
of the system. Although all simulations include gravity 
compensation in the control loop, it is seen that when dynamic 
disturbance compensation is eliminated from the loop, the 
manipulator is unable to maintain a constant position due to the 
dynamic forces from the base oscillations. By introducing the 
dynamic disturbance compensation into the control loop, the robot is 
now able to predict (from the manipulator dynamic model) the 
errors that would be introduced into the system due to the base 
motions. This feed-forward term, in addition to the PID control 
terms, allows the manipulator to compensate for the dynamic 
disturbance.  
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Figure 13. Single system position control with and without dynamic disturbance compensation (DDC), for 0.5Hz (top) and 0.06Hz (bottom) base 
oscillations. 

 

  

  
Figure 14. Multiple stages during cooperative insertion of truss segment (master robot = left; slave robot = right). 
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Figure 15. Endpoint position and force of master robot (top) and slave robot (bottom). 
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Figure 16. Truss segment position and orientation during insertion with dynamic disturbance compensation. 

 
The second test involves two identical mobile robots (Table 1) 

cooperating using a model predictive master-slave hybrid position-
force control architecture with surrogate sensing. In this task, the 
robots must insert a segment into a truss stage, which is slightly 
slanted by an angle of 6 degrees (which results in an insertion angle 
of 84 degrees). The manipulator bases are 2.5 m apart (in the 
horizontal direction), and the segment mass and inertia are 
respectively 2 kg and 0.21 kg⋅m2. Figure 14 shows 3D renderings of 
the simulation output at several stages during this insertion process. 

Figure 15 shows simulation results of the endpoint positions and 
forces felt by the cooperating robots during the approach phase of 
the task. Although no external oscillation is forced on the base, there 
is significant base motion due to the interacting forces combined 
with the vehicle compliance. However, with predictive 

compensation, these effects can be negated. Note that the system is 
attempting to distribute the 20N (2 kg) truss segment load evenly, 
since the steady-state vertical (Y) force is 10N for both robots. This 
is a consequence of the hybrid position (master) / force (slave) 
controller, where the slave robot is asked to support half the load. 
Finally, Fig. 16 shows the endpoint position of the master arm 
during the truss stage insertion. Notice that the truss segment is 
successfully inserted into the slanted stage at a vertical (Y) 
displacement of 1.0 m, where the segment orientation is 84 degrees 
(see Fig. 16). 
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Conclusions 

This paper has addressed the problem of disturbance 
compensation for the successful assembly of structures by mobile 
field robots. A control architecture, consisting of a linear PID joint 
controller with model predictive feed-forward compensation for 
mobile base motions and interactive-force disturbance rejection has 
been discussed. Object insertion was achieved by predicting 
environment-object contact states using onboard force/torque 
sensors and inter-robot communication. Motions are planned in the 
direction of least resistance. Issues presented include dynamic 
modeling of multiple cooperative robots, control architecture design 
and stability analysis, and environment-object contact state 
prediction. Simulation results show the effectiveness of the control 
architecture. 
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