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|dentification of Flutter Parameters for
a Wing Model

A flexible mounting system has been developedutterf tests with rigid wings in wind
tunnel. The two-degree-of-freedom flutter obtaiméth this experimental system can be
described as the combination of structural bendamgl torsion vibration modes. Active
control schemes for flutter suppression, using allitg edge flap as actuator, can be
tested using this experimental setup. Previousihéodevelopment of the control scheme,
dynamic and aeroelastic characteristics of the eystnust be investigated. Experimental
modal analysis is performed and modes shape aogdidrecies are determined. Then, wind
tunnel tests are performed to characterize thetdluphenomenon, determining critical
flutter speed and frequency. Frequency responsgifins are also obtained for the range
of velocities below the critical one showing thelation of pitch and plunge modes and
the coupling tendency with increasing velocitycRiand plunge data obtained in the time
domain during these tests are used to evaluatealil@y of the Extended Eigensystem
Realization Algorithm to identify flutter parametsith increasing velocity. The results of
the identification process are demonstrated in & the evolution of frequency and
damping of the modes involved in flutter.

fmarques @sc.usp.br

Introduction

Aeroelastic phenomena result from the interactiérelastic,
inertial, and aerodynamic loads on aeronauticalctires. When
elastic bodies are exposed to airstream, structdefbrmations
induce additional aerodynamic forces and theseeforproduce
additional structural deformations, which againlwiduce greater
aerodynamic forces. This interaction may lead tooelastic
instabilities such as flutter, for example see Ekirsy (1979). After
World War |l the increase in flight speed and stival
modifications made aeroelastic problems more sigit. The
changes and historical evolution of aeroelastitityough out the
history are described in Ashley (1970), Collar (@p5Garrick and
Reed (1981), and Garrick (1978).

Flutter is one of the most representative topicaaybelasticity.
Flutter is a complex phenomenon where structuradesoare
simultaneously coupled and excited by aerodynamadd. In a
more formal way, flutter is the condition where aircraft
component exhibits a self-sustained oscillatoryalvesur at speeds
higher than the critical one (Wright, 1991). In gead, flutter occurs
on lifting surfaces submitted to large aerodynafoeds, such as
wings and tails.

Flight flutter testing (Kehoe, 1995) is a very immt part in
the certification of an aircraft. During these tirmensuming and
high cost tests the flight envelope must be exparsdéely in order
to show that the aircraft is flutter free throughdhe desired
conditions. The procedure is made up of three st§@eoper and
Crowther, 1999):

1 The aircraft is excited in some manner and resmorae
measured at some speed;

2 Flutter parameters are estimated using system ifidation
methods;

3 A decision is made to proceed to the next flight fmint or not.

The main task of these flight tests is to predtabity at the
next test speed with confidence, allowed by estitgaheroelastic
parameters (stage two). The development of mettmaecurately
predict the speed related to the flutter onset ftbenmeasured test
data, or any other aeroelastic instability, is empdrtant way to
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increase the safety and even to reduce costs e ttests (Lind,
2003). Several methods have been developed in trdahieve this
objective. In general, these methods are develaepédtested using
data from simulations, but evaluations which ineludata from
flight testing must be done before an approachrelably be used
for an envelope expansion.

Some methods have been shown to be theoreticallg t@
predict flutter speeds, for instance, those onagxiating damping
trends as described by Kehoe (1995). The envelepetibn
developed by Cooper; Emmett and Wright (1993) ioteer
method. This function is based on the assumptiah ttie impulse
response function contains information about theralV stability of
the system. Similarly, a discrete-time autoregk@ssmoving
average model (ARMA) uses the Jury Stability criterand also
considers the overall stability of the system (Tarid Matsuzaki,
2001). Another method is the Zimmerman-Weissenbufigater
margin method, where the Routh stability critergirould be used
instead of a damping tracking (Zimmerman and Waeisseer,
1964). The flutterometer is an on-line model-baseal used to
predict flutter margins developed by Lind and Bren¢2000). This
tool uses experimental data and theoretical motelgredict the
flutter onset.

The ability of the aforementioned methods to priediatter
parameters from flight tests is evaluated by Lia@03). The flight
tests were performed using a F-15 as a host cafderan
aerostructure test wing (ATW). This ATW is not anudete
aircraft, but it is a realistic wing and the enymacould be expanded
during the flight tests to a point at which itstfer speed would be
achieved. As the true flutter speed is known, it ¢® used to
evaluate the predicted flutter speeds. The resbli@ined from these
evaluations indicate the strengths and weakne$sssch method in
different conditions. For example, the data-baseethods are
unable to predict flutter speed accurately using flmm low-speed
tests, but converge to a good solution as the esdibps increased.
However, the model-based flutterometer is consemvatsing data
from low-speed tests, but predictions remain corsire and do
not converge to the true flutter speed using deien fhigh-speed
tests. These facts suggest that a more efficiggtitftest program
for envelope expansion could be formulated withdbmbination of
various identification approaches.

In this paper, an approach based on the identiicaif flutter
parameters, namely frequency and damping, usingEtttended
Eigensystem Realization Algorithm (EERA) is present The
identification of these flutter parameters is danalysing data from
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wind tunnel tests. The wind tunnel tests are pevéat with a
flexible mounting system designed to the achievenantwo-
degree-of-freedom flutter when associated withgadriving model.
The wind-off characteristics and aeroelastic charéstics of this
experimental system have been extensively detedmiheough
finite element simulations, experimental modal gsial and wind
tunnel tests (De Marqui Jet al, 2004). Thus, this well-known
experimental system can be used to predict fluttcity using the
EERA method.

Carlos De Marqui Junior et al

Physical Model

The physical model is a rigid rectangular wing witiNACA
0012 airfoil section associated with a flexible mbog system. The
flexible mounting system provides a well-definedotdegree-of-
freedom dynamic system in which the rigid wing wéhcounter
flutter. Side and perspective views of the flutbeounting system
are presented in Fig. 1. The flutter mounting systmnsists of a
moving plate supported by a system of four circuladls and a

The EERA method is a modified form of a Eigensystengentred flat-plate strut, similar to the systemedeped in Dansberry

Realization Algorithm (ERA), which is a time domaagorithm

that can indentify the modes simultaneously (Juagf4). The
EERA calculates the modal parameters by manipgatie block
Hankel matrices from both input and output timedries (Tasker;
Bosse and Fisher, 1998). The development of thedspsce
identification methods is motivated by difficultiea estimating
modal parameters for multiple-input multiple-outputbratory

systems. During the last few years subspace metmeeks attracted
attention in the field of system identification, caese they are
essentially non-iterative and fast (Favoreehl, 1999). Therefore,
no convergence problems arise and since the subspeitiods are
only based on stable techniques of linear algetiray are also
numerically robust. These methods accomplish sohatdiltering

of the data using eigenvalue or singular value dhggsition and are
particularly effective when there are closely sphceodes. In
essence, the data are separated into orthogonadl sagnd null

subspaces, either of which may be used to estitiemodal

parameters (Tasker; Bosse and Fisher, 1998).

Nomenclature

m = number of output

n = degree of freedom

r = number of external excitations

k = sample instant

M =number of samples in a time window
N = number of samples in a time window
u(k) = input vector

x(K) = state vector

y(K) =response vector

Aq = system matrix

Bg = input matrix

C4 = output matrix

Dq = direct transmission matrix

G = block Toeplitz matrix

| = identity matrix

R = matrix of the left singular vectors
S = matrix of the right singular vectors
U = block Hankel matrices of inputs

X = matrix of the state sequence

Y = block Hankel matrices of outputs
0 = null matrix

Greek Symbols

I = extended observability matrix
2 = matrix of singular values
Subscripts

s shifted

2n first 2n columns
Superscripts

-1 inverse

T transpose

L orthogonal

T pseudoinverse
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et al (1993).

The rods and the flat-plate provide the elasticstaints and the
rigid wing model fixed in the moving plate will aliate in a two-
degree-of-freedom mode, that is, pitch and plungeen flutter is
encountered. The rods, flat-plate and moving patemade of steel
and all connections are fixed-fixed end. The wingdel and the
moving plate are made of aluminum and the traikage flap is
made of ABS resin. Their dimensions are: rods G005 in
diameter; moving plate is 060.3 m; flat-plate is 0.7x 0.1 x 0.002
m and the wing model has 028 0.45m. The trailing edge flap
ranges from 37.5 % to 62.5 % of the wingspan andhbrd is 35 %
of the full wing chord.

WING MODEL TRAILING EDGE
FLAP

WIND TUNNEL

MOVING PLATE
WALL -

‘. L] .‘ /
ACCELEROMETERS ELECTRICAL
\ MOTOR
STRAIN GAGE ' RODS - FLAT PLATE
BRIDGES 1 STRUT

Figure 1. Side and perspective views of the flutter mounting system.

The wind-off characteristics of the flutter moumtisystem are
strongly influenced by the dimensions of the flte strut, the rods
and the mass of the moving plate and wing modedifations in
the length and cross section of the flat platetsind rods modify
the frequencies and mode shapes of the flexiblentmay system.
Weights can be added to decouple the pitch andgplunodes by
moving the centre of gravity of the flexible moungiand wing
model to the system elastic axis. The system elasts is located in
the vertical centreline of the flat plate strut ahtre of the moving
plate. The four rods also assure a parallel pitdd @lunge
displacement relative to the wind tunnel wall.

To design the flexible system, a Finite Element Blodias
developed using the software Ansysa. Two typesaehents were
used: Beam 4 and Shell 63, for the rods and flatepktrut,
respectively. The cantilever boundary condition adepted for the
flexible mount system at the rods and flat plateitsbase. The
dimensions and dynamic characteristics of the éxpetal system
obtained from the FEM were modified until the adamstc
behaviour of this system could be adjusted to tvelable wind
tunnel. The aeroelastic behaviour of this systera simulated with
a mathematical model described in De Marqui JroBeld Marques
(2005).

After the experimental apparatus design and coctsbny an
experimental modal analysis was performed to vettify natural
frequencies and modes prior to any wind tunnetdiutest. In this
test, frequencies below 25 Hz were investigated #rel wing
control surface was locked. Measurement pointslarated at the
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flat-plate strut, because it provides the elastostraints to the
system. The Eigensystem Realization Algorithm (ER#dified by

Tsunaki (1999) is employed to identify the mode pgisa and

frequencies from the experimental data. The mastifi¢ant natural

frequencies are listed in Tab. 1. Rods and choelwisdes were not
investigated in this modal analysis.

Table 1 shows first bending and first torsion moded defined
and it also shows the third mode higher than th@seoretically,
this condition assures a two-degree-of-freedomesystiuring the
wind tunnel tests, higher modes will not be sigwifitly excited
during wind tunnel tests (Dansberey al, 1993). Details on the
flexible mounting system design procedure and meselts can be
found in De Marqui Jet al (2004).

The modal analysis takes into account only thectiral aspects
of the flutter problem. Obviously the interactionf dhese
characteristics with the aerodynamic ones has tedmsidered in
the flutter analysis. Aerodynamic forces and momglift and pitch
moment in the case of this study, will be excititte modes
involved in the classical bending-torsion flutt&is a consequence
the elastic characteristics of the structure and tesulting
aerodynamic restoring loads, responsible for aaradyc damping
when no mechanical friction is assumed and caugeitidoupwash
induced by the wake vortices, will be reacting adidsipating
energy to the airstream. When the critical speedctsieved, the
aerodynamic damping vanishes because the aerodymasibring
forces loose their dissipative characteristics el self-sustained
oscillatory behaviour is verified.

Table 1. Some properties of the most significant modes.

Mode Description Fr(e(?_'uzﬁncy Damping | Stiffnesg
) . 1290
1 | Firstbending (plungg) 1.2 0.04 N/m
} ; . 44
2 First torsion (pitch) 2.4 0.02 Nm/rad
3 Second bending 11.7

The experimental system, wing associated with tleinting
system, is instrumented with two strain gauges &hdee
accelerometers, as it can be seen in Fig 1. Oneleiometer
(Kistler KBeam 8303A10M4) is placed in the cenirelof the flat
plate strut measuring the plunge acceleration. ©Otlwo
accelerometers (Kistler KBeam 8304B10) are insfalla the
moving plate. The signals measured with these acumleters are
used to calculate the pitch acceleration.

The strain gauges are located in the centrelinthefflat plate
strut in @ maximum strain position determined frahe finite
element analyses. One strain gauge (Kiowa KFG-5128€is
calibrated to measure plunge displacements andttier (Kiowa
KFC-2D211) is calibrated to measure pitch angles.

A brushless electrical motor (Thompson BLD-2315BX1)2
installed in the lower surface of the moving pl@te Fig. 1) is used
to drive the trailing edge flap. The flap is conteecto the motor by
a shaft. The electrical motor has an encoder thaséd to measure
the actual angular position of the flap. A PID gofier was tuned to
assure the correct control of the trailing edge fesition by the
motor.

Extended Eigensystem Realization Algorithm - EERA

Any linear time-invariant dynamic system with n osgof-
freedom can be modelled by the following discrateetstate space
equations:
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x(k

+ Adx(k)+ Bdu(k)
y(k

:Cdx(k)+ D,u(k)

1)
)=

where x(K) is the 2n dimensional state vector at th& sample
instant,u(k) is ther dimensional input vector, is the number of
external excitationsy(k) is them dimensional response vectan,is

the number of output or response of the sys#gnis the2n x 2n

system matrixBy is the2n x r input matrix,Cq is them x 2n output

matrix, andDy is them x r direct transmission matrix.

The identification procedure using the EERA corssist the
determination of the system matry, from the inputs and outputs
time history. Features related to flutter, namelgqtiencies and
damping, can be estimated using the system maigx The
identification of the system matrify using the EERA method is
described by the following procedure based on tieerly presented
by Tasker; Bosse and Fischer (1998).

The block Hankel matrices of inputd)(and outputsY) can be
obtained directly from the input and output timevé@schee and De
Moor, 1996)

1)

u(0) u(y) u(N-1) T
u(l) u(Z) u(N) q
U= : : : ,an
u(M -2) u(m -12) u(M +N-3)
uM -1 u(m) uM+N=-2)]
g8
1 2 N
.. y: y: y | @
yM-2) y(M-1) - y(mM+N-3)
Y(M _1) y(M) : Y(M +N _2),meN

where,M andN are the number of samples in a time window that
will be used during the identification process.
One can verify that the block Hankel matrix of auttp are
represented as described in Verhaegen and Dewlig82],
Y=/ X+GU 3)
wherel is an extended observability matriXjs a matrix of the

state sequence, an@ is a block Toeplitz matrix of Markov
parameters or impulse response, that is.,

Cd
G Ay
re{ ¢4

X=[1) o2 -

(N)]., and

p-3

M-1
Cd A& mMx 2n

D, 0 0
C,B, D, 0
G=|c,A,B, C,B, 0 (4)
Cd A.T_ZBd Cd AZA'3Bd Dd mMxrM

By definition, the orthogonal matrix can be writtas (Van
Overschee and De Moor, 1996),

u=1-u'(uu')'u. (5)
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Post-multiplying Eqg. (3) by the right and left tesrof Eq. (5),
respectively, and using the definition of orthoddgathe following
expression can be obtained,

YUu®=/rxu®. (6)
Applying the singular value decompositionyajy©:
YU"=RZS, (7

whereR (MM x mM) is the left singular vectors matrix, are the
corresponding singular values matrix aBdAN x N) is the right
singular vectors matrix. The columns of these rmati are
orthonormal.

The pseudoinverse of U can be obtained from Eq.(7) given:

(vu)=ss'R", ®)
while,
vu'(vu?) =1, and
(vu7)yuo=i, . 9)

At this point, a shifted form of the block Hankehtrix of the
output, or response, can be introduced as:

v y(2) y(N)
Ll

yM-1) yMm) - y(M+N-2)

yM)  y(M+1) o y(MN-D)

The dimensions of this new matrix are connectethéolength
of output time history vector (number of samples itime window)
that will be used during the identification proceswever, this
window must be advanced one or more steps in time.

In way similar to the Eq. (3), it follows:

Y, =, X+G,U, (11)

Carlos De Marqui Junior et al

where, the term on the right side of this equatsorasily obtained
comparing the original and shifted versions of tieservability
matrices, that id7s =FAy

The matrix Y U" from Eq. (13) can be conveniently rewritten
as,

v,u =(vuo)(yu) v, u (yuo) (yu). (14)
Substituting Eq. (7) and Eg. (8) in Eq. (14), resul
Y,u?=(R257)[s R )y, U (s s*RT)(R £57) (15)

At this stage, a criterion to determine the numifenecessary
singular values can be stipulated. This number lmanmodified
according to the difficulties involved in the idditation process.
This number will establish the dimension of theniifeed model
and it must be modified during the identificatiorrolplem.
Considering that the number of singular valueseigignined agn,
the singular values matrix can be represented as:

Zon =diag[al,az,...,02n]

with
0,20,2...20,,20 (16)
The, the matrices can be conveniently written as
{53
R= [ Ra Re ] )
s'=[s, s, (7)

where,R,,, contains the first 2n columns BfandS,, contains the
first 2n columns ofS.
The matriceRR,,, andS,, satisfy the following relation:

RZHRZn = I = S;nSZH : (18)

wherel and Gg are shifted versions of extended observability

matrix and block Toeplitz matrix of Markov paranmste
respectively:

CdAd
CqAd
r.=|Cc,A’ -and

CdA";A mMx2n

C, B, D, 0

C,A,B, c,B, - O

G.=| C,A?B, C,A,B, - O (12)
CdALVHBd CdAdMizBd =+ Dy MM x M

Following the same derivation used for Eq. (6),isitthen
possible to obtain:

YU? =/, XU =/AXU", (13)

342 / Vol. XXVIII, No. 3, July-September 2006

By using the relations in Eq. (17) to the singulalue
decomposition problem, it results:

RzS =[R,, R, ]ﬁ; g}{iﬂ =R, 5, Sl (19)
and, if='=5 (Watkins, 1991), it follows:
ss'R"=([R29) =R, 5,,S.) =S, 5IR], - (20)
Considering that
DI el ISR (21)
and substituting Eq. (19) and Eq. (20) in Eq. (15)
YU = Ry, 5SS 55 2 2 52 R ] (R 2,08 (22)
where
Z=5,VPRy Y U"S, 5,02, (23)
ABCM
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From Eq. (18), it follows:

Y U =R, 55,75, R, Y UTS,, 5,2 5%S), . (24)

Equation (24) can be compared with Eq. (13) areh tthe
system matrix can be assessed as follows:
Ad :Zz_nllzR;an

u’s,, 2. (25)

The system matridy is a minimum realization of the system.

The dimension of this matrix i2n and it also determines the
dimension of the identified system. This realizatican be
transformed to state equations in modal coordinates$ natural
frequencies and damping can be obtained by caioglathe
eigenvalues. The above expression differs fronERA expression
only by the presence of the input term. When tlspoases are due
to impulsive inputs, the expression is identicaltlie expressions
observed in ERA (Juang, 1994).

Experimental Flutter Verification

A dSPACE® DS 1103 processor board is used to develop the

real time control of the flap and for data acqiosit This board has
a 400 MHz Power PC 604e processor, I/O interfacdés W6 A/D

and 8 D/A channels and incremental encoder interfBSPACE,

2001). The signals of the accelerometers, straiggdridges and
flap position can be acquired simultaneously. Thenmutational
codes for data acquisition and signal processiegdaveloped in
Matlab/Simulink®. The SimulinR code is compiled in Matldb

using Real-Time WorkshSpcompiler resulting in a C code. This C

code is downloaded to the dSPATHoard to perform signal
processing and I/O control.

Figure 2 shows a simplified scheme of the data iattoqun
system. The gains in the computational system sed to convert
the measured signals to the necessary physica, omitto m/ or
rad/s for the accelerometers amV to m or rad for the strain
gauges. The encoder of the electrical motor usellite the trailing
edge flap has 1000 lines. Therefore, a resolutidh36 degrees can
be achieved in the measurements of the trailinge eplgsition.
During the experiments, an acquisition rate of 1@a@nples per
second is employed.

Pitch strain
gauge bridge

HBM
T MGCPIlus
Plunge strain
gauge bridge

AID

Pitch
acceleromenters

9] 9] 9] 9]
= =8 = =8
= = = =

AID

Nexus
B&K

Plunge
acceleromenter

Figure 2. Simplified scheme of the data acquisition system.

AID

In the first experimental test, the verification tfe critical
flutter velocity is performed. The wind tunnel veity is gradually
increased and the pitch and plunge signals measusety the
dSPACE system. The wind tunnel velocity is obtained frtime
pressure measurements performed with a static tpibet associated
with a Betz manometer, a barometer and a temperaansor
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installed on the test chamber. Flutter is obsentetthe critical flow
velocity of 25 m/s, when the oscillatory behaviaarmeasured.
Figure 3 presents the pitch and plunge signalspeively,
measured during the experiments.

Plunge (m/s)

Pitch (rad/s)

. 15
Time (s)

Figure 3. Pitch and plunge responses measured during wind tunnel tests
at critical flutter velocity.

One of the characteristics of the flutter phenomer® the
coupling of the modes involved in the phenomenen pitch and
plunge in the case. This condition is verified iiy.F, where the
time domain signals presented in Fig. 3 are preseirt terms of
their frequency content.

1 T T T
— | | | — Plunge
Sos - —4-|---Pich |-
> | | T
= | | |
206 I T
- |
S04 e B bom -
o | | |
o2 I Lo
o | | |
. | | |
2 3 4 5
Frequency (Hz)

Figure 4. Frequency domain representation of pitch and plunge responses
obtained during wind tunnel tests at critical flutter velocity.

This test shows the system behaviour only at thgcalr
velocity. But some dynamical characteristics changke increasing
wind tunnel flow velocity. In order to verify thesghanges other
tests are performed. Basically, frequency respdosetions are
obtained in several velocities showing the evolutd first bending
and torsion modes with increasing speed. The ingighal
considered during these tests is the trailing eulg@tion and the
output signal is the acceleration measured in fing wailing edge.

A B&K dual channel digital spectrum analyser typ@32 is
employed to obtain the frequency responses. Thesgonses are
obtained from the wind tunnel off condition up telacities as near
as possible of the critical one. The signal inmitai white noise
generated in the dSPAEBystem and sent to the trailing edge flap.
This signal and the acceleration are processecdhén spectrum

July-September 2006, Vol. XXVIII, No. 3 /343



analyser. This procedure is repeated for all ingeliate test
velocities.

In Fig. 5, one can verify the evolution of the medeith
increasing wind tunnel velocity. The frequency mege obtained at
zero velocity presents peaks relative to first liegcand torsion
modes well-defined and the same natural frequenolgsined
during the EMA, as expected. In the last frequemegponse,
measured near to the critical velocity, one caiffyéne tendency of
coupling between the modes involved in flutter.STtwupling tends
to occur at frequency about 1.6 Hz, confirming tasult observed
in Fig. 4.

In the frequency responses obtained in intermediatecities,
the variations in pitch and plunge frequencies banobserved.

Carlos De Marqui Junior et al

Deflexion (degrees)
o [} 5

'
(5]
T

10 15
Time (s)

=
o

20

Figure 6. Deflection of the flap (input signal) measured during the

Also, it is clear that the peaks of pitch and pkimgodes are not SO wind tunnel test.

sharp as the peaks of the frequency response @tvetocity. This
fact can be seen as the effect of fluid structureraction on
damping increase. This tendency is expected ugliiicities near the
critical one, when the damping is expected to vardad flutter
occurs.

-40

[
o
—

dB (m/s2/ degree)

Frequency (Hz)

Figure 5. Frequency responses obtained in several velocities during wind
tunnel tests.

Identification Results

The Extended Eigensystem Realization Algorithm (BERs
employed to quantify the variation of frequenciexd adlamping
values with wind tunnel increasing velocity relatito the modes
involved in flutter. By inspecting the damping ewiibn with
airspeed variation using EERA one can predict wHatter is
expected to occur. The data used in the identifinaprocess are
acquired during the aeroelastic tests performedolain the
frequency response function previously describecthis paper.
Simultaneously to the frequency domain tests, thguti signal
(trailing edge flap motion) and the signal measubpgdthe strain
gauges (pitch and plunge displacements) were aptim time

0.06

Plunge (m)
o o
o S8 R

o

o

]
:

-0.04 . . . . .
0 5 10 15 20 25

Time (s)

30

Figure 7. Plunge (output signal) measured during the wind tunnel test.

0.1
0.051 4
g
- 0
£
o
-0.05¢ i
-0.1 L L L L I
0 5 10 15 20 25 30
Time (s)

Figure 8. Pitch (output signal) measured during the wind tunnel test.

The identification process was performed afterabguisition of
input and outputs time domain data. The dimensufnthe block
Hankel matrices of inputs and outpufd @nd N=2M) and the
number of singular valuegif) to be considered were modified for
each identification performed for each flow velgciThis variation
can be explained by the difficulties involved ire tidentification of

domain using the dSPACEacquisition system. Figures 6 to 8 showParameters using data acquired at higher wind tumelecities,
examples of input and output signals measured guwire of the When modes are getting coupled.

wind tunnel tests. In Fig. 6 the flap deflectiondiegrees is depicted.

It represents a randomly generated (uniform digtidim) signal to
the flap angle in order to work as an excitationtite aeroelastic
system. Both plunge and pitch responses, with ptspethe flap
motion (see Fig. 6), are shown in Figs. 7 and $eetively.

344 [ Vol. XXVIII, No. 3, July-September 2006

The final results obtained in the identificatiorogess can be
observed in Fig. 9. The evolution with airspeegit¢h and plunge
frequencies and damping factors are shown. It carsden that
flutter can be predicted at an airspeed near 25 im/accordance
with the experimental results (see previous sektibor each test
the frequency and damping factor for both pitch pluthge motions
are obtained in terms their average values for detya of
identification parameters leading to different itiéed system state
matrices. In Fig. 9 the cloud of points is related¢he variation of
the identified parameters and the curves reprékerdverage values
for frequency and damping. For the frequency caloorhs, one can
observe that the EERA method was able to proviael gwediction
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for a variety of identification parameters. Nonétss, for the
damping factor identification the values per aiesspevere more

Even considering that the identification processpnted in this
work is an off-line one, the results obtained umadov indicate that

disperse. The damping values for pitch mode seesset disperse the on-line identification of flutter parametersridg wind tunnel

than those for plunge mode. The reasons for thatssitl not
determined, and it must be object for ongoing itigaion on
flutter prediction with EERA. Although these resuthay be poorer
than those for the frequency, the average dampalges show
curves that are consistent with the physics ottassical 2D flutter.
While pitch (torsion) mode leads to flutter, thaupde (bending)
mode goes towards over-damping.

3

— First bending (plunge)
— — First torsion (pitch)
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Figure.9 Flutter parameters identified using EERA and data from wind
tunnel tests.

Conclusions

The experimental aeroelastic test in wind tunnal heen used
for the identification of flutter parameters. Witghnel tests have
been performed for flutter characterization and pfeenomenon
could be observed in the time and frequency domamshe time
domain results the self-sustained oscillatory biehavof flutter was
shown. In the frequency domain responses the ewnluif the
modes with wind tunnel increasing velocity was atbserved. At
the critical velocity, the coupling tendency coultk clearly
demonstrated. The variations in pitch and plungepiag could be
obtained just in a qualitative way in these tests.

In order to quantify the evolution of pitch and pye modes
with increasing velocity an identification methodsvapplied. The
Extended Eigensystem Realization Algorithm was eygd using
the input and output data obtained, in the time alagnduring the
tests performed for flutter characterization. Thisethod was
employed on the identification of flutter paramstén order to
verify its performance in terms of velocity and gibde numerical
problems during the process. The use of EERA @sdid to be
appropriate considering the coherence betweenethidts obtained
with this identification method and the resultsaibéd in previous
wind tunnel tests. Some difficulties have occurréd the
identification of damping factor values, in partan, for the plunge
mode. Further investigations on why such problemsuio are
necessary, and are ongoing.
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tests can be explored. The development of an agamtntrol

system obtained with the association of the on-lgentification

method and a control law for flutter suppression ba achievable
in further research.
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