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1 Introduction

The gamma function, defined for every x > 0 by the formula

0 (x) =
∫ ∞

0
t x−1e−t x dt

is of great importance in pure and applied mathematics and in consequence it

attracted the attention of many authors. Some preoccupations are now directed

to the problem of estimating the ratio

Q (x, β) =
0 (x + β)

0 (x)
(x > 0, 0 < β < 1)

in terms of the digamma function ψ = 0′/0. The starting point of this prob-

lem can be considered the work of Gautschi [3], who proved

Q (x, β) < exp (βψ (x + β)) , (1.1)
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for every 0 < β < 1 and x = 1, 2, 3, . . .. This inequality (1.1) has found

great interest, and several papers were subsequently published, for instance, by

Erber [2], Kečkić and Vasić [4], Laforgia [6], Watson [26], or Zimering [27].

Furthermore, Lorch [9] found interesting connections of this inequality with the

theory of ultraspherical polynomials.

Kershaw [5] improved (1.1), showing

exp
(
βψ

(
x + β − 1 +

√
1 − β

))
< Q (x, β) < exp

(
βψ

(
x +

β

2

))
, (1.2)

for every 0 < β < 1 and x > 1 − β. This inequality (1.2) is now known as the

second Kershaw inequality.

Merkle [10] exploited some convexity arguments to improve the left-hand

side of (1.2). By [10, Corollary 3], for every 0 < β < 1 and x > 0,

exp
(
β
ψ (x + β)+ ψ (x)

2

)
< Q (x, β) . (1.3)

Obviously, the main purpose of inequalities of type (1.1)-(1.3) is to obtain in-

creasingly strong estimates of the ratio Q (x, β), as x approaches infinity. We

consider that the natural way to attack such problems is to provide estimates of

Q (x, β) using asymptotic analysis theory. Although inequalities following by

different convexity arguments are of intinsec beauty, they do not offer estimates

to any expected accuracy.

In the first part of this paper we prove that the best approximation of the form

Q (x, β) ≈ exp (βψ (x + m)) , as x → ∞ (1.4)

where m is a real parameter, is obtained indeed for m = β/2.

In asymptotic theory, whenever an approximation of type (1.4) is given, there

is a tendency to improve it by using an entire series of the form

Q (x, β) ∼ exp
(
βψ

(
x +

β

2

))
exp




∞∑

j=1

a j

x j



 , as x → ∞ . (1.5)

In general, such a series does not converge, but truncated of only a few terms, it

provides approximations of any desired accuracy.
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One of the main result of this paper is the construction of the asymptotic

expansion (1.5). We give a systematically way to find the coefficients a j , while

the first coefficients are the following

a1 = 0

a2 = −
1

24
β3

a3 =
1

24
β4 −

1

24
β3

a4 =
1

16
β4 −

1

48
β3 −

11

320
β5

a5 =
1

24
β4 −

11

160
β5 +

13

480
β6

a6 =
1

144
β3 −

11

192
β5 +

13

192
β6 −

19

896
β7

(1.6)

Numerical computations show that Q (x, β) becomes closer to the righ-hand

side of (1.2), for large values of x . In consequence, strong inequalities of the

form

exp
(
βψ

(
x +

β

2

))
m1 (x, β) < Q (x, β)

< exp
(
βψ

(
x +

β

2

))
m2 (x, β)

(1.7)

are obtained only if the quantities m1 (x, β) and m2 (x, β) becomes closer to 1,

as x approaches infinity.

Motivated by these remarks, we use the first terms of expansion (1.5) to

deduce the inequality of type (1.7) with

m1 (x, β) = exp
(

−
β3

24x2
−
β3 (1 − β)

24x3

)
,

m2 (x, β) = exp
(

−
β3

24x2

)
,

for every 0 < β < 1 and sufficiently large integer x .

2 The best approximation Q (x, β) ≈ exp (βψ (x + m))

We show in this section that the best approximation of the form (1.4) is obtained

for m = β/2. One method to estimate the accuracy of an approximation of
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type (1.4) is to introduce the relative error sequence wn by the relations

Q (n, β) = exp (βψ (n + m)) ∙ ewn , n = 1, 2, 3, . . . (2.1)

and to consider an approximation (1.4) better when wn faster converges to zero.

A powerful way to measure the rate of convergence is the following

Lemma 1. If (ωn)n≥1 is convergent to zero and

lim
n→∞

nk(ωn − ωn+1) = l ∈ [−∞,∞], (2.2)

with k > 1, then

lim
n→∞

nk−1ωn =
l

k − 1
.

This lemma was first used by Mortici [11]-[25] to construct asymptotic ex-

pansions and to improve some convergences. For complete proof of Lemma 1,

see [11].

By (2.1), we have

wn = ln Q (n, β)− βψ (n + m)

and as we are interested to compute a limit of the form (2.2), we write the

difference

wn − wn+1 = ln
n

n + β
+

β

n + m

as a power series into n−1. Using a computer software, we get

wn − wn+1 =
(
β

2
− m

)
β

n2
+

(
m2 −

β2

3

)
β

n3
+ O

(
1

n4

)
.

Now we can apply Lemma 1 to establish the following

Theorem 1. (i) If m 6= β/2, then wn converges as n−1, since

lim
n→∞

nwn =
(
β

2
− m

)
β 6= 0.

(ii) If m = β/2, then wn converges as n−2, since

lim
n→∞

n2wn = −
1

24
β3 6= 0.

Comp. Appl. Math., Vol. 30, N. 3, 2011



“main” — 2011/11/25 — 13:56 — page 631 — #5

CRISTINEL MORTICI 631

Finally, the best approximation (1.4) appears when the maximum rate of con-

vergence n−2 of wn is attained, namely in case m = β/2.

As a direct consequence of this fact, we mention that every other inequality

of type Q (x, β) < (>) exp (βψ (x + m)), with m 6= β/2 (largely studied in

the literature) becomes weak for large values of x .

3 The asymptotic expansion of Q (x, β)

In this section, the main tool for constructing the asymptotic series (1.5) is the

method introduced by Mortici in the recent paper [11].

Let us consider the approximation f (n) ≈ g (n), in the sense that the ratio of

f (n) and g (n) tends to 1 as n approaches infinity and assume that

ln
f (n)g(n + 1)

g(n) f (n + 1)
=

∞∑

j=2

y j

n j
.

Then the following asymptotic series holds

f (n) ∼ g(n) exp




∞∑

j=1

a j

n j



 ,

where the coefficients a j are given by the infinite triangular system

a1−

(
j − 1

1

)

a2+∙ ∙ ∙+(−1) j

(
j − 1

j − 2

)

a j−1 = (−1) j y j , j ≥ 2. (3.1)

For proofs and other details, see [11].

Lemma 2. For

f (n) = Q (n, β) , g (n) = exp
(
βψ

(
n +

β

2

))
,

we have

ln
f (n)g(n + 1)

g(n) f (n + 1)
=

∞∑

j=2

(−1) j

(
1

j
−

1

2 j−1

)
β j 1

n j
.
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Proof. We have

ln
f (n) g (n + 1)
f (n + 1) g (n)

=
β

n + β

2

+ ln
n

n + β

= 2

(

1 −
1

1 + β

2n

)

− ln
(

1 +
β

n

)
=

∞∑

j=2

(−1) j

(
1

j
−

1

2 j−1

)
β j 1

n j
. �

Now, with

y j = (−1) j

(
1

j
−

1

2 j−1

)
β j , j = 2, 3, 4, . . . ,

the first equations of the infinite system (3.1) becomes





a1 = y2

a1 − 2a2 = −y3

a1 − 3a2 + 3a3 = y4

a1 − 4a2 + 6a3 − 4a4 = −y5

a1 − 5a2 + 10a3 − 10a4 + 5a5 = y6

a1 − 6a2 + 15a3 − 20a4 + 15a5 − 6a6 = −y7

with the solution (1.6).

4 Sharp bounds of Q (x, β)

As usually, we try to compare Q (x, β) with approximations obtained by trun-

cation the corresponding asymptotic expansion (1.5). More precisely, we prove

that for large values of x , we have the following double inequality that improves

much the Gautschi-Kershaw inequalities (1.1)-(1.3)

exp
(
βψ

(
x +

β

2

))
exp

(
−
β3

24x2
−
β3 (1 − β)

24x3

)

< Q (x, β) < exp
(
βψ

(
x +

β

2

))
exp

(
−
β3

24x2

)
.

(4.1)

The left-hand side of (4.1) is valid for β >
30 − 4

√
15

33
, while it reverses for

β <
30 − 4

√
15

33
.
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Theorem 2. There exists n0 such that for every integer x ≥ n0 and 0 <

β < 1, we have

Q (x, β) < exp
(
βψ

(
x +

β

2

))
exp

(
−
β3

24x2

)
.

Proof. The sequence

an = βψ

(
n +

β

2

)
−

β3

24n2
− ln Q (n, β)

converges to zero. We prove that for some n0, the sequence (an)n≥n0
is strictly

decreasing and consequently, an > 0, for every n ≥ n0 and the theorem is

proved.

In this sense, we have an+1 − an = f (n), where

f (x) =
β

x + β

2

−
β3

24

(
1

(x + 1)2
−

1

x2

)
− ln

x + β

x
.

We have

f ′ (x) =
Q (x)

12β3x3 (x + 1)3 (x + β) (2x + β)2
, (4.2)

where Q (x) = 24 (1 − β) x4 + ∙ ∙ ∙ − β3 is a fourth degree polynomial in x .

As the leading coefficient of Q is positive, we have Q > 0, on an interval

of the form [n0,∞) and consequently, f is strictly increasing on [n0,∞). But

f (∞) = 0, so f (x) < 0, for every x ≥ n0. Finally, the sequence (an)n≥n0
is

strictly decreasing, thus an > 0 and the proof is completed. �

Theorem 3. a) There exists n1 such that for every integer x ≥ n1 and

β ∈
(

0, 30−4
√

15
33

)
, we have

Q (x, β) < exp
(
βψ

(
x +

β

2

))
exp

(
−
β3

24x2
−
β3 (1 − β)

24x3

)
. (4.3)

b) There exists n2 such that for every integer x ≥ n2 and β ∈
(

30−4
√

15
33 , 1

)
,

we have

exp
(
βψ

(
x +

β

2

))
exp

(
−
β3

24x2
−
β3 (1 − β)

24x3

)
< Q (x, β) . (4.4)
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Proof. The sequence

bn = βψ

(
n +

β

2

)
−

β3

24n2
−
β3 (1 − β)

24n3
− ln Q (n, β)

converges to zero. We prove that starting with some index, the sequence bn is

strictly decreasing (respective increasing) and consequently, bn > 0, (respect-

ive bn < 0), and the theorem is proved.

In this sense, we have bn+1 − bn = g (n), where

g (x) =
β

x + β

2

−
β3

24

(
1

(x + 1)2
−

1

x2

)

−
β3 (1 − β)

24

(
1

(x + 1)3
−

1

x3

)
− ln

x + β

x
.

We have

g′ (x) = −
P (x)

24β3x4 (x + 1)4 (x + β) (2x + β)2
, (4.5)

where P is a fifth degree polynomial in x ,

P (x) =
(
120β − 66β2 − 40

)
x5 + ∙ ∙ ∙ +

(
3β3 − 3β4

)
.

Now, the leading coefficient of P is negative if β ∈
(
0, 30−4

√
15

33

)
, respect-

ive positive, if β ∈
(

30−4
√

15
33 , 1

)
. In consequence, if β ∈

(
0, 30−4

√
15

33

)
, then

P < 0 on an interval of the form [n1,∞), and if β ∈
(

30−4
√

15
33 , 1

)
, then P > 0

on an interval of the form [n2,∞).

As g is proved to be strictly increasing on [n1,∞) (respective strictly de-

creasing on [n2,∞)) and g (∞) = 0, it results that g < 0 on [n1,∞) (re-

spective g > 0 on [n2,∞)). Finally, if β ∈
(
0, 30−4

√
15

33

)
, then (bn)n≥n1

is

strictly decreasing, while if β ∈
(

30−4
√

15
33 , 1

)
, then (bn)n≥n2

is strictly increasing

and the theorem is proved. �

5 Q (x, 1/2) and the Wallis ratio

The general results obtained in the previous sections can be extended, for

particular cases of β ∈ (0, 1), if we think that the polynomials involved in

(4.2) and (4.5) becomes simpler.
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More precisely, the privileged value β = 1/2 is of great interest, since

Q (x, 1/2) is close related with the Wallis ratio 0(x+1)

0
(

x+ 1
2

) and with the Wallis

sequence

Wn =
1

2n + 1

(
1 ∙ 3 ∙ 5 ∙ . . . ∙ (2n − 1)

2 ∙ 4 ∙ 6 ∙ . . . ∙ 2n

)2

.

Moreover, the Wallis ratio appears in the problem of estimating the volume and

the surface area of the unit ball in Rn . See, e.g., [1, p. 258, Relation 6.1.49],

or [17].

Gautschi [3] proved
√

n <
0 (n + 1)

0
(
n + 1

2

) <
√

n + 1, (5.1)

then Kazarinoff [8, pp. 47-48 and pp. 65-67] showed
√

n +
1

4
<
0 (n + 1)

0
(
n + 1

2

) <

√

n +
1

2
. (5.2)

We obtain here sharp estimates for Q (x, 1/2), using the asymptotic expansion

(1.5), which becomes

Q
(

x,
1

2

)
∼ exp

(
1

2
ψ

(
x +

1

4

))

× exp
(

−
1

192x2
−

1

384x3
+

7

30720x4
+

9

10240x5
−

31

1032192x6
+ ∙ ∙ ∙

)
.

The double inequality (4.1) becomes

exp
(

1

2
ψ

(
x +

1

4

))
exp

(
−

1

192x2
−

1

384x3

)

< Q
(

x,
1

2

)
< exp

(
1

2
ψ

(
x +

1

4

))
exp

(
−

1

192x2

)
,

but we able now to prove the following stronger result.

Theorem 4. For every positive integer x, we have

exp
(

1

2
ψ

(
x +

1

4

))
exp

(
−

1

192x2
−

1

384x3
+

7

30720x4

)

< Q
(

x,
1

2

)
< exp

(
1

2
ψ

(
x +

1

4

))

× exp
(

−
1

192x2
−

1

384x3
+

7

30720x4
+

9

10240x5

)
.
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Proof. We prove that the convergent to zero sequences

un =
1

2
ψ

(
n +

1

4

)
−

1

192n2
−

1

384n3
+

7

30720n4
− ln Q

(
n,

1

2

)

and

vn = ln Q
(

n,
1

2

)
−

1

2
ψ

(
n +

1

4

)
1

192n2
+

1

384n3

−
7

30720n4
−

9

10240n5

are strictly increasing, thus un < 0 and vn < 0.

Let un+1 − un = s (n), vn+1 − vn = t (n), where

s (x) =
1

2x + 1
2

−
1

192

(
1

(x + 1)2
−

1

x2

)
−

1

384

(
1

(x + 1)3
−

1

x3

)

+
7

30720

(
1

(x + 1)4
−

1

x4

)
− ln

x + 1
2

x

and

t (x) = ln
x + 1

2

x
−

1

2x + 1
2

+
1

192

(
1

(x + 1)2
−

1

x2

)

+
1

384

(
1

(x + 1)3
−

1

x3

)
−

7

30720

(
1

(x + 1)4
−

1

x4

)

−
9

10240

(
1

(x + 1)5
−

1

x5

)
.

The functions s (x) and t (x) are strictly decreasing on [1,∞), since

s ′ (x) = −
6480x6 + 15 890x5 + 13 705x4 + 4606x3 + 336x2 − 45x − 7

7680x5 (x + 1)5 (2x + 1) (4x + 1)2

and

t ′ (x) = −
135 + 2188x + 14 653x2+ 52 026x3+ 99 977x4+ 99 016x5+ 40 920x6+ 1240x7

30720x6 (x + 1)6 (2x + 1) (4x + 1)2
.

Moreover, s (∞) = t (∞) = 0, so s > 0 and t > 0 on [1,∞). Finally, un and

vn are strictly increasing and the theorem is proved. �
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