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ABSTRACT

The paper evaluates the influence of  size series, percentage of  censored data, and coefficients of  variation used to generate synthetic 
series on the estimation of  means, standard deviations, coefficients of  variation, and medians in series with censored data. Seven 
techniques were applied to treat censored data in synthetic series with 180 scenarios (four size series, nine censoring percentages and 
five coefficients of  variation): values proportional to the DL: zero, DL/2, DL/20.5 and DL - and parametric (MLE), robust (ROS) and 
Kaplan-Meier methods. Predictions were analyzed with four performance metrics (MPE, MAPE, KGE, and RMSE). It is found that 
the percentage of  censored data and the coefficient of  variation significantly alter forecast quality. It is also found that substitution 
by DL/2, by DL/20.5 and ROS are the most appropriate techniques for estimating the variables described, emphasizing ROS when 
estimating parametric variables and substitution by DL/20.5 for medians.

Keywords: Censored data treatment methods; Statistic summaries; Synthetic series; Log-normal distribution; Stochastic 
simulations.

RESUMO

O artigo avalia a influência do tamanho das séries, do percentual de dados censurados e dos coeficientes de variação utilizados para 
gerar séries sintéticas na estimativa de médias, desvios-padrão, coeficientes de variação e medianas em séries com dados censurados. 
Foram aplicadas sete técnicas de tratamento de dados censurados em séries sintéticas em 180 cenários (quatro tamanhos de séries, 
nove percentuais de censura e cinco coeficientes de variação): valores proporcionais ao DL: zero, DL/2, DL/20.5 e DL - e métodos 
paramétrico (MLE), robustos (ROS) e Kaplan-Meier. As previsões foram analisadas com quatro métricas de desempenho (MPE, 
MAPE, KGE e RMSE). Verificou-se que o percentual de dados censurados e o coeficiente de variação alteram significativamente a 
qualidade das previsões. Verificou-se também que a substituição por DL/2, por DL/20.5 e ROS são as técnicas mais adequadas para 
estimar as variáveis descritas, destacando-se a ROS para estimar variáveis paramétricas e a substituição por DL/20.5 para medianas.

Palavras-chave: Métodos de tratamento de dados censurados; Sumários estatísticos; Séries sintéticas; Distribuição log-normal; 
Simulações estocásticas.
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INTRODUCTION

Time series resulting from water quality monitoring may 
have several records with analytical concentrations below the 
detection limit (DL) of  the measuring device. The DL is the 
minimum concentration of  a substance that can be reported 
and whose value is greater than zero with 99% confidence (US 
Environmental Protection Agency, 2016).

Series with values below the DL are referred to as left-
censored data. One of  the problems associated with the presence 
of  left-censored data is the calculus of  time-series statistics, such 
as the mean, median, and standard deviation. Statistics computed 
with only values above the DL do not represent accurate time-series 
statistics. One of  the ways in which to deal with this problem is 
to apply methods to reduce bias and uncertainty in estimating 
statistics, such as means and standard deviations, as observed in 
George et al. (2021), and increase the reliability of  hypothesis 
tests, as mentioned in Mohamed et al. (2021).

In addition to enabling the analysis of  water quality 
(Cantoni et al., 2020), the handling of  censored data helps evaluate 
the risk of  disease caused by microorganisms (Canales et al., 2018), 
analyze breast cancer patients (Faucheux et al., 2021), spatially 
interpolate measurements in riverbeds (Mohamed et al., 2021), 
and model genetic modifications in fish meat (Fusek et al., 2020), 
among other areas.

Different methods can realize the treatment of  left-censored 
data. The most commonly used methods are those replacing 
values below the DL with values proportional to the DL (0, DL/2, 
DL/20.5, and DL). There are other parametric methods, such as the 
maximum likelihood estimator (MLE), which is associated with 
choosing an adequate probability distribution. In addition, there 
are semiparametric or robust methods (ROS) and nonparametric 
methods (Kaplan-Meier – (KM)). Detailed descriptions of  the above 
methods can be found in Helsel et al. (2020); Hall Junior et al. 
(2020); Nostbaken et al. (2021); Bahk & Lee (2021).

The unsatisfactory treatment of  censored data can 
significantly influence the results obtained, reducing the degree of  
assertiveness in decision-making processes such as those related 
to projects to reduce and control pollution, the establishment of  
frameworks for water bodies, and revitalization of  rivers.

Stochastic simulation is one of  the techniques used in 
the evaluation of  censored data treatment methods. The use of  
synthetic series allows for the evaluation of  methods considering 
the effects of  series size and the percentage of  censored data on 
the statistical estimates.

Table 1 describes those studies researches using stochastic 
simulations to evaluate statistical estimates, primarily synthetic 
series. This table presents the authors of  the works (Authors), the 
treatment methods for censored data (Methods), the number of  
elements in the randomly drawn samples (Elements), the number 
of  random samples drawn (Random Samples), the probability 
distributions used to draw the random samples (Distribution), the 
percentage of  censored data (Censoring Percentage), the accuracy 
measures adopted (Accuracy measure), the statistics evaluated 
(Evaluated stats) and the conclusions obtained (Conclusions).

The treatment methods for censored data evaluated in the 
studies shown in Table 1 are substitution methods proportional 
to the limit of  detection (ZDL = 0, HDL = DL/2, LR2 = 

DL/20.5 and DL), the maximum likelihood estimator (MLE), 
robust methods (ROS) and the Kaplan-Meier (KM) approach. 
The number of  elements in the synthetic series range from 5 to 
260. The number of  series drawn range from 100 to 10,000. 
Moreover, the distributions used to draw the synthetic series are 
log-normal, exponential, Weibull, gamma, delta, a mixture of  two 
log-normal, contaminated log-normal, and moderately and highly 
asymmetric log-normal. The log-normal is the most commonly 
used method.

In the studies presented in Table 1, the statistics evaluated 
are the mean, median, variance, standard deviation, interquartile 
ranges, 10th and 90th percentile, and 95th quantile. Mean and 
standard deviation evaluations are those were the most repeated 
in the considered studies.

All studies in Table 1 investigate how the intervening factors 
described earlier influence the forecasted means. Standard deviation 
and variance are addressed in seven studies as well as were, to a 
lesser extent, median and interquartile ranges. In this regard, the 
present study aims to fill an essential scientific gap: how to best 
estimate the coefficient of  variation using censoring treatment 
techniques. Despite its recognized importance in various aspects, 
such as reliability analyses (Zhang et al., 2023), this magnitude still 
needs to be addressed in the described stochastic simulations.

In Table 1, statistical estimates of  the censored data are 
compared with the uncensored values using the root mean square 
error (RMSE), bias, standard error, and confidence interval.

Hewett & Ganser (2007) used bias and the RMSE when 
analyzing the mean and 95th quantile estimates produced by six 
methods for handling censored data. The above authors observed 
that the MLE method did not exhibit a very high RMSE in 
mean and 95th quantile estimates for those series from the log-
normal distribution, containing between 20 and 100 elements 
with a censoring percentage up to 50%. The above authors also 
recommended a robust method for estimating means in series 
with these characteristics. Shunway et al. (2002) and Niemann 
(2016) reported the need for bias correction in mean estimates 
obtained using the MLE, with the first author extending the 
conclusion to variance predictions. These examples illustrate the 
improvement in analyses when employing different performance 
metrics. Morley et al. (2018) state that the usefulness of  a model 
is determined by how accurately the estimated quantities are 
predicted. Several metrics are available for performance analysis, 
and there are various perspectives on what constitutes a good 
prediction. With these observations, it is interesting to analyze 
the quality of  the estimates obtained by methods for handling 
censored data using multiple performance indicators, which can 
provide conclusions about the most suitable technique for each 
studied scenario more accurately.

Tekindal et al. (2017) found similar tendencies using the KM 
and DL methods, with overestimated means and underestimated 
standard deviations, and found the best estimations in robust 
methods and substitution by DL/20.5 to provide more accurate 
results for means estimation. By adopting higher coefficients of  
variation in the generation of  synthetic series (CV = 0.473, 1.27), 
the authors observed a rise in the bias of  the mean and median 
estimates. For example, using the robust method, the average bias 
values increased from 5% to 20% in the means. Finally, the authors 
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Table 1. Stochastic simulations using series with censored data.
Authors Methods Elements Random 

Samples Distribution Censoring 
Percentage Accuracy Measure Evaluated Stats Conclusions Related to the  

Log-normal Distribution
Helsel & 

Cohn (1988)
ZDL 25 500 Log-normal 60 RMSE Mean MLE: Significant bias in the 

estimates of  means and standard 
deviations

HDL Mixture of  two 
log-normals

Bias Median

DL Delta Standard deviation
MLE Interquartile ranges
ROS

Kroll & 
Stedinger 

(1996)

MLE 10 5000 Log-normal 20 RMSE Percentile 10,90 MLE: Suitable for estimating 
quantiles and interquartile ranges in 

highly censored data;
ROS 25 Mixture of  two 

log-normals
60 Mean ROS: Suitable for estimating means 

and standard deviations in medium 
to long time series with short to 

medium censoring
50 Gamma 80 Standard Deviation

Delta Interquartile
Ranges

She (1997) HDL 21 1000 Log-normal Three 
randomly 
between

Bias Mean HDL: Best for CV = 1.00 and 2.00

KM Gamma 10 and 80 Standard error Standard Deviation KM: Second-best technique, similar 
to MLE

MLE MLE: Best for CV = 0.25, 0.50.
ROS Means: Worse estimates for higher 

CV values
Shunway et al. 

(2002)
MLE 20 500 Log-normal 50 Bias Mean ROS: No bias for the log-normal 

distribution, but larger standard 
error for highly asymmetrical series

ROS 50 Gamma 80 Confidence interval Variance MLE: Recommended to use a bias 
corrector

Hewett 
& Ganser 

(2007)

HDL mai/19 100 Log-normal jan/50 Bias Mean MLE: Recommended for all 
scenarios

LR2 20-100 Contaminated  
log-normal

50-80 RMSE 95th quantile ROS: Recommended for estimating 
averages

DL KM: Presented poor estimates
KM LD: Overestimated the mean and 

underestimated the 95th percentileMLE
ROS

Antweiller 
& Taylor 
(2008)

ZDL 34-841 44 No specific 
distributions

Randomly 
between

Bias Mean KM: Achieved the best results for 
censoring up to 70%, except when 

estimating the median
HDL 14 and 95 Percentile ROS and HDL: Yielded reasonable 

results
DL 25, 50 and 75 No method yielded suitable results 

for censoring greater than 70%KM Standard deviation
MLE Interquartile range
ROS

Niemann 
(2016)

ZDL 50 10000 Log-normal 5 to 60 Bias Mean HDL, LR2: Good for ratings up 
to 30%

HDL RMSE MLE: Exhibited significant bias and 
high RMSE

LR2 Confidence interval HDL: Stood out for censorship rates 
exceeding 50%, providing unbiased 

estimates and low RMSE
DL
KM
MLE

Tekindal et al. 
(2017)

LR2 20 10000 Log-normal 5 Bias Mean ROS: Recommended for estimating 
mean values;

DL 80 Exponential 25 Median LR2: Exhibited less bias when 
estimating medians

KM 140 Weibull 45 Standard deviation KM, DL: Demonstrated 
similar performance, with the 
overestimation of  means and 

the underestimation of  standard 
deviations

MLE 200 65 MLE: Worst scenario
ROS 260

Canales et al. 
(2018)

LR2 100 10000 Log-normal < 10 Bias Mean ROS: Performed better in series with 
a high percentage of  censored data

DL 35 RMSE MLE: Showed poor performance, 
with a high RMSE, especially in 

series with pronounced asymmetry
KM 65
MLE 90
ROS 97

George et al. 
(2021)

HDL 20 1000 Log-normal 30 Mean KM: Overestimated means and 
underestimated standard deviations, 

performing less poorly in highly 
skewed distributions

MLE 50 Moderately 
and highly 

Asymmetrical

50 Standard deviation ROS: Demonstrated the best 
performance

ROS 80 HDL: Provided reasonable estimates 
for means but performed poorly for 

standard deviations
KM MLE: Performed poorly in 

asymmetrical series
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highlighted the need for a more adequate method for log-normal 
series generated with CV = 1.27 when 65% censoring was applied.

Therefore, analyzing the coefficient of  variation (CV) used 
in generating synthetic series through the Monte Carlo method 
is important, as it directly influences the first and second-order 
moments associated with the two-parameter log-normal function. 
For instance, George et al. (2021) generated synthetic series with 
two different coefficients of  variation (CVs) (0.53 and 3.45) and 
found that the mean and standard deviation estimates obtained 
with the MLE and KM methods had a low level of  accuracy 
in series with greater asymmetry. The use of  ROS can provide 
more reliable predictions in such situations. Other studies have 
also employed different CVs to generate log-normal series (She, 
1997; Tekindal et al., 2017).

Despite relevant observations on the topic, the studies in 
Table 1 do not thoroughly explore the influence of  the log-normal 
distribution parameters on different percentages of  censoring 
in synthetic series. Some studies have combined five censoring 
percentages with two distinct parameters (Tekindal et al., 2017) 
or four parameters and three percentages (She, 1997). However, 
it is possible to conduct simulations with more elements within 
these variables to address whether the coefficient of  variation 
used in generating synthetic series from log-normal distribution 
significantly influences the estimation of  interest statistics across 
different censoring percentages.

This article aims to analyze the influence of  the treatment 
method, the percentage of  censored data, the size of  the time series, 
and the variation coefficients used in synthetic series generation 
on the estimation of  means, medians, standard deviations, and 
coefficients of  variation. These objectives are achieved using 
different performance analysis metrics: mean percentage error 
(MPE), mean absolute percentage error (MAPE), root mean square 
error (RMSE), and Kling Gupta Efficiency (KGE). The analysis is 
based on randomly drawn synthetic series from five two-parameter 
log-normal synthetic series (CV = 0.10, 0.25, 0.40, 0.80, and 1.60), 
with each scenario having 10,000 reference sets.

Censored data treatment techniques

Substitution methods use values between zero and the 
DL to fill in censored data (ZDL = 0, HDL = DL/2, LR2 = 
LD/20.5 and DL). However, adopting these methods can introduce 
bias in estimated means, medians, and standard deviation values 
(Tekindal et al., 2017); lead to means that fall outside the confidence 
interval of  observed values (Niemann, 2016); affect quantile 
regressions (Wang et al., 2022) and distort correlations between 
variables and spatiotemporal trend analyses (Christófaro & Leão, 
2014). The use of  single values introduces biases that do not 
exist in the observed samples (Tekindal et al., 2017), increasing 
the probability of  the replaced value occurring. Moreover, the 
single values reduces the variability of  the data and alters the 
representation of  the monitored data concerning the probability 
density function. Niemann (2016) tested filling censored data 
with randomly chosen values below the DL. While this procedure 
increased the variability of  the series and reduced bias in the 
estimates, it generated very high and uncertain results (averages 
greater than the maximum values of  the series) due to the wide 

amplitude of  the confidence intervals. When multiple DLs exist 
in historical series, other techniques, such as the Kaplan-Meier 
method, are used (Helsel et al., 2020).

Despite its limitations, substitution is Brazil’s most commonly 
used technique due to its simplicity and ease of  understanding 
(Von Sperling et al., 2020), and its adoption is recommended for 
series with up to 20% censored data. In contrast, Tran et al. (2021) 
suggested a threshold of  up to 10%. Brasil (2021) recommends using 
HDL to fill censored water quality data. Additionally, Mora et al. 
(2022) used HDL for water quality parameters where the DL was 
close to the maximum allowable value (MAV). The above authors 
replaced censored data with the DL limit in instances where the DL 
<< MAV, justifying the low level of  relevance of  this procedure 
for environmental pollution. Pinto et al. (2019) and Soares et al. 
(2021) employed the DL method because it represents the most 
critical situation in terms of  negative environmental effects.

Parametric methods (MLE) depend on two factors: the 
adherence of  observed data to a recommended probability 
distribution and the use of  the maximum likelihood estimator to 
calculate the parameters of  the likelihood function by maximizing 
it (Naghettini, 2017). This procedure depends on the percentage 
of  censored data and the values above the DL (Helsel et al., 2020).

Given a set of  n observations (y1, y2,…, yn) extracted from 
a population with a probability density function, fy (θ1,…,θk), 
involving k parameters, the likelihood function is given as follows:

( ) ( ) ( ) ( )1 1 1 1 1
1

, ,  ; , , * ; , , , ,
n

k y k y n k y k
i

L f y f y fθ θ θ θ θ θ θ θ
=

… = … … = …∏  (1)

To maximize this function, the partial derivative concerning 
each parameter θi is taken, and they are all set to be equal to zero. 
Solving each equation will yields the vector of  the maximum 
likelihood estimators [θi]. The parametric method is suitable when 
a good fit exists between the observed data and the recommended 
probability distribution. However, the method does not produce 
accurate results when estimating means and standard deviations 
in short series, as it can introduce biases, mainly when logarithmic 
transformations are applied. Christófaro & Leão (2014) noted 
that the MLE is highly sensitive to outliers, which are common 
in environmental data, and this sensitivity helps explain the poor 
results of  this method in mean estimations, as observed by 
Niemann (2016). Furthermore, Canales et al. (2018) mentioned 
that using the MLE can result in estimated means that deviate 
significantly from reality, particularly in highly asymmetric series, 
and in She (1997), the best estimates were obtained in series with 
lower coefficients of  variation.

Helsel & Hirsch (2002) described that the MLE best 
estimates medians and interquartile ranges (IQR) in symmetric 
series or those with positive asymmetry. However, this method 
does not produce accurate results when estimating means and 
standard deviations in short series, as it can introduce biases, 
mainly when logarithmic transformations are applied.

The application of  robust methods involves two steps. In the 
first step, an asymmetric distribution (e.g., log-normal) is fitted to 
the uncensored data using the Weibull plotting position, which 
provides unbiased exceedance probabilities (Naghettini, 2017). 
The fitted probability density function is then extrapolated to the 
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lower portion, assigning values to the censored data on the fitted 
straight line (Figure 1). To do this, the percentile corresponding 
to the DL (z) is divided by the number of  censored elements 
(m), yielding zi (z/m). Subsequently, the censored data receive 
values corresponding to quantiles b * zi, where b is a positive 
integer less than m.

Christófaro & Leão (2014) describe that in semiparametric 
methods, only the observed data points are used to calculate 
the desired statistics. In contrast, the MLE uses the entire fitted 
curve for these calculations. The above authors note that the 
ROS method is more suitable than is the MLE for estimating 
means and standard deviations, particularly in shorter series (n < 
50) and with higher censoring percentages (50-80%), as the ROS 
method exhibits lower sensitivity to the distribution fitted to the 
monitored data and avoids biases from logarithmic transformations. 
This observation is also supported by Shunway et al. (2002), who 
assessed bias in mean and variance estimations in series with a high 
censoring percentage (50-80%), which can affect the adherence 
of  the data to the log-normal distribution. Furthermore, Kroll & 
Stedinger (1996) examined this aspect using the RMSE.

The Kaplan-Meier is a nonparametric method was initially 
used to analyze right-censored data to estimate the survival function 
(Equation 2), which is subsequently employed to calculate the desired 
statistics. For example, the mean can be obtained by integrating 
this function, approximating a summation as the integration steps 
tend toward zero (Equation 3).

( ) j j

jj:tj t

r  d
S t  

r
<

−
=∏  (2)

( ) ( )( )maxt
KM j 1 j j 1

0
j

ì  S t dt ~  t t t− −= −∑∫  (3)

tj: Set of  death times observed in the sample
rj: Number of  individuals at risk immediately before the jth time 
of  death
dj: Number of  deaths up to tj
S(t): Survival function
tmáx: Maximum survival time

By adapting the Kaplan-Meier (KM) method to the 
left-censored data series, all elements are transformed into right-
censored data by subtracting a fixed value greater than the maximum 
observed value. The KM method is primarily utilized in survival 
analysis (Zhan et al., 2022) and equipment failure time studies 
(Daneshkhah & Menzemer, 2018). Christófaro & Leão (2014) 
described that this technique offers the advantage of  being robust 
against outliers since it relies solely on ordering values and their 
positions within the series. As a result, this technique can be directly 
applied to correlations, hypothesis tests, and nonparametric trend 
analyses. The authors note that the application of  the KM method 
is particularly suitable for short series (n < 50), which aligns with 
the findings of  She (1997). However, it is known that the KM 
method may introduce significant bias in the mean and standard 
deviation estimates (Tekindal et al., 2017; George et al., 2021).

Accuracy measurement methods

The accuracy of  the estimates of  the stochastic simulation 
was assessed by metrics relating censored and uncensored 
values. Morley et al. (2018) list some desirable characteristics 
for performance evaluators: being significant to encompass 
data that present different orders of  magnitude, penalizing 
underestimation and overestimation by the same factor, having 
ease of  interpretation, and being robust to outliers and incorrect 
data. These characteristics are not contemplated simultaneously 
by the metrics, justifying joint analyses and discussions inherent 
to the limitation of  each of  them.

In this study, we consider the following accuracy measures to 
evaluate how effectively if  a given statistic fits the true value: mean 
percent error (MPE), mean absolute percentage error (MAPE), 
root mean square error (RMSE), and Kling Gupta Efficiency 
(KGE). These measures are defined as follows:

( )i j

ij 1

x   x100MPE  * 
n x

n

=

−
= ∑  (4)

( )n
i j

ij 1

x   x1MAPE  * 
n x

=

−
= ∑  (5)

( )n 2
i j2 i 1

 x  x
RMSE  

n
=

−
=
∑  (6)

( )
2 2

2 sim sim
obs obs

µKGE 1  r 1 1 1  
µ

   σ
= − − + − + −      σ   

 (7)

where
n: Number of  elements of  the generated synthetic series;

ix : Value of  the reference series;
jx : Value estimated by the methods of  treatment of  the censored 

data in each series;
r: Linear correlation coefficient;Figure 1. Representation of  the robust method.



RBRH, Porto Alegre, v. 28, e42, 20236/22

Assessment of  left-censored data treatment methods using stochastic simulation

simµ , obsµ : Mean of  simulated and observed statistical quantities 
of  interest, respectively;

The mean percent error (Equation 4) is a bias indicator. 
Negative values indicate overestimation, and positive values indicate 
underestimation. The mean absolute percentage error (Equation 5) 
considers errors in modular values, whose domain falls in the 
range [0, + ∞]. Morley et al. (2018) point out the mean percent 
error has its limitations, such as asymmetry regarding under- and 
overestimation, positive asymmetry, and sensitivity to outliers.

The root mean square error (Equation 6) relates the 
estimated and observed values through Euclidean distance and is 
an indirect measure of  error variance. The RMSE is an indicator 
that is highly sensitive to outliers due to the quadratic term in 
the numerator. As a result, a few highly disparate estimates can 
significantly distort the final result. The RMSE has the same units 
as the original variable, and its domain varies in the range [0, +∞].

The Kling Gupta Efficiency is a widely used performance 
indicator for evaluating hydrological models, as it incorporates 
terms in its formulation that assess the bias, correlation, and 
variability of  the estimated values (Liu et al., 2022). Although it 
adds robustness to the indicator, this method loses the simplicity 
of  interpreting the results by a single value. The domain of  KGE 
can vary in the range [-∞, 1].

MATERIALS AND METHODS

The methodology started with 10,000 randomly samples of  
25, 40, 70 and 100 elements using the Monte-Carlo procedure of  five 
log-normal (2P) series (mean = 1.0 and standard deviation = 0.10, 
0.25, 0.40, 0.80, and 1.60). The degree of  uncertainty decreases 
with an increased number of  simulated series.

The range of  coefficients of  variation used was based on 
the works listed in Table 1, and She´s (1997) statement, which 
stated that most environmental data adhering to log-normal 
functions have coefficients of  variation between 0.25 and 2.00. 
Simulations were performed with five sets of  elements because 
previous studies used only a maximum of  four.

After generating the reference series, we simulated thirty-
six scenarios, corresponding to four variations in the number of  
elements (25, 40, 70, and 100) and nine censoring percentages 
(10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, and 90%) for each 
series. Uncensored series were replicated seven times in each 
scenario, with the censoring percentage under analysis removed. 
The mean, median, standard deviation and coefficient of  variation 
were then estimated for each of  the censored series using the seven 
censored data treatment methods: the ZDL (0), HDL (DL/2), 
LR2 (LD/20.5), DL, MLE, ROS, and KM methods.

By comparing the estimated statistics (means, standard 
deviations, coefficients of  variation, and medians) from the 
censored series with the actual statistics of  the uncensored series, 
the MPE, MAPE, RMSE, and KGE values were calculated for 
each of  the 36 scenarios and each of  the seven censored data 
treatment techniques. Finally, we compared the results from each 
simulation to establish the influence of  the censoring percentage, 
number of  elements in the series, censored data treatment, and 
CVs of  the series in estimating the statistics.

Initially, the results obtained with the series generated 
with CV = 0.25 were emphasized because a study is being 
developed that uses monitoring data that follow the log-normal 
distribution and exhibit the described characteristics. Then, 
Tables 2, 3, 4, and 5 were prepared for each estimated variable 
(mean, standard deviation, coefficient of  variation, and median), 
showing how each estimation performance evaluation indicator 
varies according to the number of  elements, censoring percentage, 
and censored data treatment techniques.

To facilitate visualization and enable a comparison of  
the values, graphs containing the described information were 
prepared. Since the number of  elements did not significantly 
affect the quality of  the results and to better manage the article’s 
size, the simulations for series containing 40 elements were chosen 
for illustration.

A detailed analysis was performed based on the performance 
indicators to choose the most appropriate technique for estimating 
the studied statistics (mean, standard deviation, coefficient of  
variation, and median). This analysis was described for CV = 0.25, 
with the reasoning being extended to CV = 0.10, 0.40, 0.80, and 
1.60, as summarized in Table 6.

The last step consisted of  evaluating the possibility of  
making reasonable estimates in series with a high percentage of  
censoring (80%) for all asymmetries. The analyses carried out to 
choose the most appropriate forecasting methods are described.

RESULTS AND DISCUSSION

In general, the censoring percentage, unlike the number 
of  elements in synthetic series, significantly influenced the quality 
of  predictions. Increasing the number of  elements under the DL 
method led to an increase in MPE, MAPE, and RMSE values and 
a decrease in KGE value, with few exceptions.

The results are described numerically and categorized into 
value ranges, as shown in Tables 2 to 5. The benchmark of  the 
metrics depends on the objectives, inherent difficulties in the process, 
and error propagation in subsequent analyses. For example, this 
study used the threshold values described in Towner et al. (2019) 
for KGE estimation. The above authors used negative values to 
describe very poor estimates (in orange), values between 0 and 
0.50 to describe poor estimates (in yellow), values between 0.50 and 
0.75 to describe intermediate estimates (in brown), and values > 
0.75 to describe good estimates (in blue). The limits established 
for MPE and MAPE were < 10% (blue), between 10% and 20% 
(brown), between 20% and 30% (yellow) and higher than 30% 
(orange). The same values were adopted the for RMSE, requiring 
the absolute value to be divided by the adopted mean (1.00 mg/L) 
to obtain dimensionless values.

Means

Quality of  the estimates for CV = 0.25

Replacing the censored data with DL resulted in a negative 
bias in the estimated means (Figure 2) since it represents the 
largest possible value among censored values. Using the KM 
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approach produced similar results to those obtained through 
DL substitution in different scenarios and statistical summaries. 
Both methods overpredicted the estimated means, as observed 
by George et al. (2021) and Tekindal et al. (2017), as they assign 
zero weight to values below the DL when estimating the mean 
(Zhan et al., 2022).

Positive biases were observed in the ZDL and ROS 
methods, while the HDL method showed positive bias in almost 
all censoring percentages. The semiparametric method had the best 
performance, up to 80% censoring (less than 10% in magnitude), 
and the HDL method performed well at 90%. The LR2 method 
showed a similar performance from 10% to 70%, and, in general, 
LR2 is widely accepted for means estimation, with some nuances: 
Niemann (2016), Canales et al. (2018), and Tekindal et al. (2017) 
suggest its use for censoring up to 30%, 50%, and for any censoring, 
respectively, along with the ROS method. Table 2 shows that errors 
are below 10% for the HDL, LR2, and ROS methods in almost 
all censoring percentages.

The MAPE values coincided with the MPE values for three 
of  the seven treatment techniques (ZDL, DL and KM). Three 
techniques (HDL, LR2 and MLE) exhibited similar values for the 
MPE and MAPE, indicating a bias with the same sign in most 
simulations. The robust method showed significant differences 
between the MPE and MAPE due to alternating sign-in bias 
in most scenarios. This observation highlights the importance 
of  using the MAPE to evaluate the estimates. Figure 2 shows 
increasing MAPE values with censoring percentage, except in the 
case of  an HDL value above 60% of  censored values. The best 
performances were observed for LR2/ROS up to 60% and for 
HDL from 60%.

For censoring percentages up to 50%, there were reasonable 
estimates among all techniques except for the ZDL technique, and 
the highest values could be seen for the HDL and LR2 techniques. 
The HDL technique showed good results from 60% to 80%, 
similar to the results in George et al. (2021) and Niemann (2016).

Observations for the RMSE were similar to those for the 
MAPE in the described scenario, with the LR2 and ROS techniques 
performing better at up to 60% censoring and the HDL performing 
well above 50%. The MLE had intermediate performance, while 
the KM and DL techniques showed similar results.

In summary, the ROS and LR2 techniques could be 
recommended for estimating means at 10% and 20% censoring 
because they performed best in all metrics. However, MPEROS is 
four times lower than is MPELR2, and the semiparametric method 
was chosen. The LR2 technique is suggested from 30% to 60% 
because it had a lower RMSE than ROS. Above 60%, the HDL 
technique is recommended, as it showed significantly better 
performance than did the other techniques. Overall, the quality of  
the estimates from the selected methods was satisfactory, except 
for the 90% censoring percentage, where a moderate KGE value 
could be observed in the HDL technique.

Estimates with 80% censorship

Figure 3 illustrates the variation in performance indicators 
based on the CV used to generate synthetic series, with a censoring 
percentage of  80%. MPE values approached asymptotic values in 
all depicted curves, with final biases ranging from -53% in the KM 
method to 10% in the ZDL method. The DL and KM methods 

Figure 2. Performance indicators in estimating means in synthetic series with 40 elements (CV = 0.25).
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exhibited negative biases, while the ZDL and ROS methods had 
positive biases. The LR2 and HDL methods showed alternating 
signs across different CVs.

The ROS methods demonstrated low errors (<10% 
in magnitude) in all situations, consistent with the findings of  
Shunway et al. (2002), who observed no bias in estimated means 
at high censoring percentages (50% and 80%). Canales et al. (2018) 
recommended using the ROS method for highly asymmetric 
series and studied sets with censoring percentages above 80%. 
Tekindal et al. (2017) suggested using the LR2 and ROS methods 
for mean estimation at CV = 0.473 and 1.27. The HDL method 
exhibited the lowest biases at CV = 0.25 and 0.40, deviating slightly 
from the findings of  She (1997), who obtained better results with 
the HDL method in higher asymmetries (CV = 1.00 and 2.00). 
The above authors used three randomly sampled percentages 
between 10% and 80% and were able to explain this discrepancy.

The MLE generated significantly disparate values, particularly 
in series with CV = 0.40, 0.80, and 1.60, similar to the findings 
of  Niemann (2016) and Canales et al. (2018). Although Niemann 
(2016) did not specify the CV of  the generated log-normal series, 
they obtained poor mean estimates with the MLE, exhibiting 
biases above 40% and root mean squared errors more than five 
times the value of  the true mean at 50% censoring, likely due to 
the generation of  highly asymmetric series.

Higher asymmetries were more likely to contain lower 
values and means, reducing bias in the ZDL method from 73% at 
CV = 0.10 to 10% at CV = 1.60. In the DL method, MPE values 
changed from -20% (CV = 0.10) to -45% (CV = 1.6). This pattern 

also occurred in the KM and LR2 methods, with LR2 exhibiting 
positive bias in series generated from CV = 0.10 and negative bias 
in the other series. At the same time, the HDL method showed 
positive biases in series with CV = 0.10 and 0.25 and negative 
biases in the other series. MAPE and MPE values were similar/
coincident in all techniques, except for the HDL method at CV = 
0.40 and the ROS method in all situations. This finding explains 
the better performance of  the HDL for CV = 0.25 and 0.40 and 
the similar values from the ROS method for CV = 0.80 when 
considering MAPE. The best results for each CV were almost 
below 18%.

KGE values increased after CV = 0.40 and reached high 
values at CV = 1.60, particularly for the ZDL (0.953), HDL (0.916), 
and ROS (0.975) methods. For the methods that yielded the best 
results, the estimates were classified as either good or intermediate. 
We recommend the use of  the LR2 method at CV = 0.10 (0.710), 
the HDL method at CV = 0.25 (0.799) and CV = 0.40 (0.778), 
and the ROS method at CV = 0.80 (0.896) and CV = 1.60.

The lowest RMSE values coincided with the scenarios 
where the KGE showed the highest values. However, the variance 
observed at CV = 0.80 and 1.60 (~ 0.30 mg/L) was three times 
higher than the RMSE that occurred in other CVs.

In summary, estimating means in highly censored synthetic 
series (80%) with acceptable errors, mainly in lower asymmetries, 
is possible. The LR2 method was the preferred method for 
estimating means at CV = 0.10, the HDL method was the choice 
for CV = 0.25 and 0.40, and the ROS method was chosen for CV 
= 0.80 and CV = 1.60. Three metrics returned good results (MPE 

Figure 3. Performance indicators of  the averages estimated in different log-normal synthetic series (Censoring percentage = 80%).
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and MAPE < 15% in magnitude) and KGE > 0.70. Up to CV = 
0.40, the RMSE value was lower than 0.15 mg/L, but the variance 
could prevent good estimates in higher asymmetries. Although 
Antweiller & Taylor (2008) did not achieve satisfactory results 
for censoring data above 70%, they used monitored series that 
did not have a specific probability distribution function (PDF).

Standard deviations

Quality of  the estimates for CV = 0.25

Increasing the censoring percentage reduces KGE values 
and increases most MPE and MAPE values, as observed in 
Tekindal et al. (2017). In all simulations, the ZDL and MLE exhibit 
negative bias. Higher asymmetries result in better estimates with 
the ZDL and worse results when using the MLE. The estimates 
obtained with MLE stand out negatively, with MPE values below 
-1,000% under 90% censoring. This observation aligns with the 
significant biases observed in the most asymmetric series simulated 
by Tekindal et al. (2017) and George et al. (2021).

Simulations using the robust method yield the smallest, 
typically positive, biases in most scenarios, only exceeding 10% in 
magnitude in series with 90% undetectable values. When adopting 
DL/20.5 substitution, the bias exhibits a negative sign at 10%, 
20%, and 30% censoring and becomes positive above 30%. 
The LR2 method exhibits small biases (< 8% in magnitude) up 
to 60% and shows similar results as those of  the ROS method.

Among the papers listed in Table 1, Tekindal et al. (2017) 
was the only one that employed the LR2 method to estimate 
standard deviations. This technique demonstrated satisfactory 
results, ranking second-best among the employed techniques, with 
MPE values below 15% at 65% censoring for series generated with 
CV = 0.473. In simulations with CV = 1.27, the MPE reached 
68% for the same censoring level and in short series (20 elements). 
Estimates using robust methods exhibited MPE values below 
10% in magnitude up to 70% censoring. In Tekindal et al. (2017), 
the ROS method was the recommended method for estimating 
standard deviations, particularly for more asymmetric series, where 
the MPE was below 4%.

Estimates using the HDL method also yielded satisfactory 
results, with MPE values below 10% at up to 80% censoring 
(CV = 0.25). The HDL method demonstrated the best performance 
for censoring percentages above 70% (CV = 0.25). Simulations 
conducted with the HDL method exhibited variable biases, both 
positive and negative. George et al. (2021) obtained biases below 
10% in series generated with CV = 0.53, while an approximate 
30% underestimation was observed in series with CV = 3.45.

The MPE coincides with the MAPE in the ZDL, DL, and 
KM methods, indicating that all 10,000 synthetic series exhibit the 
same bias direction (positive or negative) and differ substantially 
from the ROS method. This finding helps explain the smallest 
biases observed with the ROS method in Tekindal et al. (2017). 
In the HDL, MLE, and LR2 methods, the MPE and MAPE values 
are very close, indicating that almost all forecasts behave similarly 
within the same studied scenario. Despite these differences, the 

technique that yields better estimates of  standard deviation, as 
analyzed by the MPE and MAPE are the same in most scenarios.

KGE values exceeded 0.75 at censorship up to 60% for five 
techniques, excluding the ZDL and MLE techniques. The HDL 
and LR2 techniques displayed the best results in these situations, 
with only the HDL technique having good estimates in higher 
censoring percentages.

The lowest RMSE values were observed in the LR2 and 
ROS techniques for 10% and 20% censoring percentages. From 
30% to 60%, the LR2 technique exhibited the best results, and 
the HDL technique is recommended for censoring percentages 
above 50%. The MLE is not included in Figure 4 because the 
indicator could be up to two orders higher than those obtained 
with other techniques. The ZDL technique ranked as the second-
worst technique for estimating standard deviations up to 70%. 
Starting from 60% censoring, the KM and DL techniques displayed 
very high values. Antweiller & Taylor (2008) used actual samples 
with 32% of  values below the DL to assess the performance of  
methods when handling censored data and they obtained similar 
results to those of  the present study, with the highest bias being 
in the ZDL and MLE methods and the lowest bias being in the 
robust and HDL methods. The authors did not test substitution 
by DL/20.5 in this research.

It was observed that the LR2 method proved to be adequate 
for estimating standard deviations up to 60% censoring, regardless 
of  the performance metric used (KGE > 0.870; MPE, MAPE < 
11% in magnitude; RMSE < 0.08 mg/L). It was also noted that 
semiparametric methods can be suitable, especially at low censoring 
levels (10% and 20%). Although the three performance indicators 
yielded similar results to those of  the LR2 method, they exhibited 
higher RMSE values. The HDL curves displayed an inflection 
point near 60% censoring, and the values decreased afterward. 
From 60% to 90%, the HDL method was the best technique, and 
although the results increased at a censorship of  90%, they were 
satisfactory (KGE > 0.750; MPE, MAPE < 21% in magnitude, 
and RMSE < 0.150 mg/L).

Estimates with 80% censorship

Figure 5 shows the performance indicators in estimating 
standard deviations for different log-normal synthetic series 
(censoring percentage = 80%). The ROS method exhibited low 
biases (< 5% in absolute value) in CV = 0.40, 0.80, and 1.60, the 
LR2 method exhibited low biases at CV = 0.10 (5.00%), and the 
HDL exhibited low biases at CV = 0.25 (5.40%). The biases almost 
stabilized at low values in higher asymmetries (< 6% in absolute 
value), particularly in the ROS method, which presented a value 
of  0.15%. The KM and DL methods underestimated standard 
deviations to a greater extent at CV = 0.10 (~ 60%) and lower 
than 6% at CV = 1.60. The ZDL and MLE methods had negative 
biases, while other techniques had positive biases, except for the 
HDL method at CV = 0.10. Figure 5 does not represent the 
MLE due to its high errors, as reported by Helsel & Cohn (1988). 
The MAPE exhibited similar behavior to that of  the MPE, except 
in the ROS method, although MAPEROS maintained the lowest 
values (< 9%) at CV = 0.40, 0.80, and 1.60.
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Figure 4. Performance indicators in estimating standard deviations in synthetic series with 40 elements (CV = 0.25).

Figure 5. Performance indicators of  the standard deviations estimated in different log-normal synthetic series (Censoring percentage = 80%).
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KGE values showed a systematic increase and were 
consistently high (> 0.890) in standard deviation estimations for 
CV = 0.80 and CV = 1.60, except for the maximum likelihood 
method (MLE). The errors associated with the MLE were high, 
rendering any estimation impossible. The best techniques in each 
CV returned good predictions (KGE > 0.75). The LR2 method 
exhibited the best performance at CV = 0.10 (0.766), the HDL 
method exhibited the best performance at CV = 0.25 (0.940) 
and CV = 0.40 (0.917), and the ROS method exhibited the best 
performance at CV = 0.80 (0.993) and CV = 1.60 (0.999).

RMSE values were reasonable across all asymmetries, with 
the LR2 method performing the best at CV = 0.10 (0.023 mg/L), 
the HDL method performing best at CV = 0.25 (0.050 mg/L), 
and CV = 0.40 (0.123 mg/L), and the ROS method performing 
best at CV = 0.40 (0.126 mg/L), CV = 0.80 (0.133 mg/L), and 
CV = 1.60 (0.288 mg/L).

In summary, the use of  the LR2 method for CV = 0.10, the 
HDL method for CV = 0.25 and CV = 0.40, and the ROS method 
for CV = 0.40, 0.80, and 1.60 when estimating standard deviations 
is recommended. These methods consistently performed the best 
across all four metrics However, RMSE values increased with 
censoring but did not hinder reasonable estimates. The maximum 
value was 0.288 mg/L for the series generated with a CV of  1.6.

Kroll & Stedinger (1996) emphasized using the ROS 
method to estimate standard deviations in situations involving 
short and medium-level censoring. However, they reached this 
conclusion by encompassing the results of  a series generated 

from four different coefficients of  variation. However, according 
to the presented results, the robust technique can be employed 
even in scenarios with a high percentage of  undetectable values.

Coefficients of  variation

Quality of  the estimates for CV = 0.25

Figure 6 shows positive biases in the DL and KM methods 
due to the overestimation of  means and underestimation of  standard 
deviations that occurred in Tekindal et al. (2017) and George et al. 
(2021). The ZDL, HDL, and MLE methods have negative biases, 
while the ROS and LR2 methods present variable signs.

The smallest biases occurred in the ROS (up to 70%) and 
HDL (80% and 90%) methods. The LR2 method presented good 
results up to 50% (MPE < 3% in modulus). Up to a censorship 
percentage of  80%, minor mistakes were always less than 12% 
and approximately 20% at 90%. The results showed consistency 
in covariates (mean and standard deviation) regarding the best 
techniques for estimating the variables. Overestimation in the ZDL 
and MLE methods led to values lower than -400% and -1,400%, 
respectively, in modulus due to the low accuracy in estimating 
the means (ZDL) and standard deviation (MLE). The MPEs 
obtained in the DL and KM methods were close to each other 
and reasonableER, up to 40% censorship, with modulus values 
not exceeding 21%.

Figure 6. Performance indicators in estimating variation coefficients in synthetic series with 40 elements (CV = 0.25).
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Using the means and standard deviations data presented 
by George et al. (2021), it was observed that the magnitude 
asymmetries of  the simulated series influenced the bias value and 
direction. When MPE > 0 was observed in the coefficients of  
variation estimated by the MLD and ROS methods, moderately 
asymmetric series (CV = 0.45) showed a positive bias. In contrast, 
asymmetric series (CV = 3.45) showed a negative bias. In the 
synthetic series generated with CV = 0.473, Tekindal et al. (2017) 
showed an overestimation of  the coefficients of  variation at 5% 
and 25% censorship levels and an underestimation at 65% when 
adopting the LR2 method. In the series generated with CV = 1.27, 
underestimation was observed at all censorship levels. For the 
robust methods, there were super forecasts at all censorship levels 
in the most skewed series and an undefined scenario in those series 
with a moderate level of  skewness.

MAPE values coincided with MPE values in three methods 
of  censoring treatment (ZDL, DL and KM methods), with three 
showing little difference (MLE, HDL, and LR2 methods), and the 
ROS method showed a significant difference. The MAPE shown in 
Figure 6 omit the ZDL and MLE, which are inconsistent. The KGE 
method also verifies the complete inadequacy of  the estimates 
of  parametric variables using the ZDL and MLE methods, as in 
Niemann (2016), Tekindal et al. (2017), Canales et al. (2018), and 
George et al. (2021).

KGE values were high (> 0.7) at up to 40% censoring, 
except in the ZDL, ROS, and MLE methods. The LR2 method 
was more suitable, at up to 60%, and the HDL method was more 
suitable from 70% censoring. There were good estimates of  up 
to 80% in the recommended methods. At 90% censoring, the 
KGE method was considered intermediate. The KM and DL 
methods had similar values, as observed in the analysis of  this 
research. The ROS method yielded only good results above 50% 
(KGE < 0.50).

The RMSE showed increasing values according to the 
censoring percentage, except in the HDL method (above 60%). 
The LR2 method had the best performance, at up to 60%, and 
the HDL method had the best performance from 60% to 90%. 
Unreal error variances were observed when adopting the ZDL 
and MLE methods for CV simulations. The ROS method had 
good results (RMSE < 0.100 mg/L) at up to 50%.

According to the preceding analysis, the use of  the ROS 
method was recommended at 10% because this technique had the 
three best performances, except in the KGE method. At 20%, the 
LR2 method is suggested because it produced the best MAPE, 
RMSE, and KGE results. Moreover, this technique returned a 
slight bias. From 30% to 50%, the LR2 method presented better 
results than did the ROS method in terms of  the RMSE and 
KGE, even though the MPE and MAPE values were similar. 
At 60%, the ROS and LR2 methods had similar performance in 
terms of  the MAPE and RMSE. However, KGEROS (0.318) << 
KGELR2 (0.818), and MPEROS was reasonable (10.06%). From 
70% to 90%, the HDL method was recommended due to its best 
performance in terms of  the MAPE, RMSE, and KGE and a 
reasonable bias. The results obtained by the selected techniques 
were satisfactory for all censoring percentages, with performance 
indicator values similar to those observed in standard deviations.

Estimates with 80% censorship

Figure 7 illustrates the performance indicators in estimating 
the coefficient of  variations for different log-normal synthetic 
series. The ROS method had the lowest errors (< 15% in absolute 
value), along with the LR2 method at CV = 0.10 (-4.12%) and the 
HDL method at CV = 0.25 (-3.00%), and CV = 0.40 (13.17%). 
The biases stabilize at higher asymmetries, reaching reasonable 
values in the ZDL, HDL, and ROS methods (smaller than 15% 
in absolute value). The ZDL and MLE methods had negative 
bias, the DL and KM methods had positive bias, and the HDL, 
LR2, and ROS methods had alternating bias signs. The MAPE 
had similar/coincident values as those of  the MPE, except in the 
ROS, LR2 (CV = 0.10), and HDL (CV = 0.25) methods.

The KGE curves showed increasing values, which can 
be visualized in CV = 1.60, having the best value, 0.925 (in the 
ROS method) compared to the best value at CV = 0.10 (0.601) 
in LR2 method. The best values at CV = 0.25 (0.800), CV = 
0.40 (0.833), and CV = 0.80 (0.806) were obtained using the 
HDL method. The best estimates were good, except in CV = 
0.10, which was classified as intermediate.

The RMSE presented the highest values at CV = 0.80, 
except in the HDL method. Significant differences between 
these values and those observed at CV = 1.60 were observed 
in the ZDL and ROS methods. The smallest values occurred 
in the LR2 method at CV = 0.10 (0.033 mg/L), in the HDL 
method at CV = 0.25 (0.064 mg/L), CV = 0.40 (0.163 mg/L), 
and CV = 0.80 (0.411 mg/L), and in the ROS method at CV = 
0.80 (0.406 mg/L), and CV = 1.60 (0.242 mg/L).

In summary, we recommend using the LR2 method to 
estimate the coefficient of  variation at CV = 0.10, the HDL 
method at CV = 0.25 and 0.40, and the ROS method at CV = 
1.60, as they are the best methods for all performance metrics. 
Under these conditions, the estimates showed satisfactory results, 
with absolute errors and biases below 20%, variances less than 
0.250 mg/L, and KGE values greater than 0.60.

Using the HDL method, the results were similar to those 
of  the ROS method in higher asymmetries. She (1997) described 
adequate mean and standard deviation estimates when using the 
HDL model in series with CV = 1.00 and 2.00. The coefficient 
of  variation may repeat this behavior because it is a covariate of  
these variables

For CV = 0.80, the semiparametric method was the most 
suitable because it had the lowest MPE, MAPE, and RMSE values. 
Although its KGE value was lower than that obtained with the 
HDL method, the value was still very good (0.650). However, we 
did not recommend using any estimation method because the 
RMSE value was too high (> 0.400 mg/L).

Median

Quality of  the estimates for CV = 0.25

Only series with censoring percentages above 60% were 
used to estimate the medians. At lower percentages, this variable 
is already known. The KM method only works with data ordering 



RBRH, Porto Alegre, v. 28, e42, 2023

Silva & Pinto

17/22

and does not provide median estimates; thus it was excluded from 
this analysis. Figure 8 shows the MPE, MAPE, KGE, and RMSE 
variations according to the censoring percentage.

There was overestimation in the DL method, underestimation 
in the ROS, MLE, and HDL methods; and alternating bias signs in 
the LR2 method (Figure 8). The lowest values were obtained using 
the substitution methods, with the DL method at 60% censoring, 
the LR2 method at 70% and 80%, and the HDL method at 90%. 
The smallest biases were always less than 15% in absolute value 
in each scenario.

The MPE and MAPE values in the DL, DL, and MLE 
methods coincided. There were substantial differences between 
the HDL and ROS methods in some scenarios. The estimates had 
good values, less than 20% in magnitude for the best methods 
in each situation.

According to KGE values, the techniques returned good 
estimates only when the LR2 method was used at 60% and 
70% censoring and the DL method at 60%. The worst values 
occurred in the ROS method, and are not shown in the graph 
because they were far below the range represented on the vertical 
axis, making it difficult to visualize (they reached approximately 
-2.30). The best simulations occurred using the DL method at 
60% censoring, the LR2 method at 70% and 80%, and the HDL 
method at 80% and 90%.

Based on the last analysis, the best methods to estimate 
medians were the DL method at 60%, the LR2 method at 80%, 

and the HDL method at 90% censoring because the results in 
the four metrics were the same. The choice of  the LR2 method 
at 70% censoring was made because this technique had the best 
performance in terms of  the MPE, MAPE, and RMSE and a 
similar value in KGE compared to the HDL method. The results 
were satisfactory at 60% and 70% censorship. At 80% and 90% 
censorship, KGE showed low values (< 0.50), and thus, results 
must be evaluated before they can be used in other contexts.

Estimates with 80% censorship

Figure 9 shows the performance indicators at a censoring 
percentage of  80%. Positive biases were observed in the MLE and ROS 
methods, and negative in the DL, LR2 methods (CV = 0.25), and the 
HDL method (CV = 0.40). The smallest MPE values in the module 
occurred in the ROS method at CV = 0.10 (11.40%), 0.80 (32.96%), 
and 1.60 (28.00%). The LR2 method at CV = 0.25 (-11.54%) and 
HDL at CV = 0.40 (- 0.63%). MAPE and MPE were similar/
coincident, except for those in the ROS method. The MAPE had 
the smallest values in the LR2 method at CV = 0.10 (15.53%) and 
0.25 (13.42%), the HDL method at CV = 0.40 (18.18%), and the ROS 
method at CV = 0.80 (59.91%) and 1.60 (85.40%). These errors in 
high asymmetry (> 0.80) may hinder median estimation.

KGE indicated good predictions for CV values up to 0.40, 
with values greater than 0.45. However, there was a significant 

Figure 7. Performance indicators of  the coefficients of  variation estimated in different log-normal synthetic series (Censoring 
percentage = 80%).
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Figure 8. Performance indicators in estimating medians in synthetic series with 40 elements (CV = 0.25).

Figure 9. Performance indicators of  the medians in different log-normal synthetic series (Censoring percentage = 80%).
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decrease at CV = 0.80 and 1.60, with most values being negative. 
The best results were obtained with the LR2 method at CV = 
0.10 (0.498), the HDL method at CV = 0.25 (0.461) and 0.40 (0.524), 
and the ROS method at CV = 0.80 (-0.270) and 1.60 (-0.487). 
The last two results were too low. For example, if  the mean 
results replace the unknown values, then the KGE value would 
be -0.41 (Knoben et al., 2019).

The RMSE values significantly increased after CV = 0.40 in 
the HDL, LR2, and DL. ZDL methods provided unreliable 
estimates. However, the smallest RMSE values were observed 
in the ROS method at CV = 0.80 (0.435 mg/L) in the MLE 
method at CV = 1.60 (0.301 mg/L), while the substitution 
methods had the smallest values in the LR2 method at CV = 
0.10 (0.163 mg/L) and 0.25 (0.157 mg/L), and the HDL method 
at CV = 0.40 (0.197 mg/L).

In summary, the LR2 method had the best performance 
at CV = 0.25, the HDL method had the best performance at 
CV = 0.40, and the ROS method had the best performance at 
CV = 0.80, as these methods demonstrated the best performance 
according to all four metrics. The recommendation to use the 
LR2 method at CV = 0.10 is based on its higher KGE value 
(0.498) compared to the KGE value for the ROS method (-1.029) 
and similar performance in the other three indicators. At CV = 
1.60, the ROS method returned the best results in three metrics 
and the second-best RMSE value.

The results were satisfactory up to CV = 0.40, with MPE 
and MAPE values below 0.20, RMSE < 0.200 mg/L, and KGE > 
0.440. No method is recommended for higher asymmetries, as 
the absolute errors exceeded 59%, RMSE > 0.300 mg/L, and 
KGE < -0.250.

Best methods for estimating statistics

Table 6 presents the best methods for estimating means, 
standard deviations, coefficients of  variations, and medians based 
on comparing the results obtained using the described metrics. 
The choice depends on the censoring percentage, the estimated 
variable, and the asymmetry that generated the synthetic series.

Three techniques stood out due to their mean values 
(HDL, ROS, and LR2 methods). The semiparametric method 
was more frequent and appeared mainly in higher asymmetries 
(CV = 0.8 and 1.6), similar to the finding in Shunway et al. (2002). 
The semiparametric method also appeared in low censoring 
percentages (up to 50%) in lower asymmetries. The LR2 method 
appeared mainly in low asymmetries (CV = 0.10, 0.25, and 0.40), 
and the HDL method appeared at high censoring percentages 
associated with medium asymmetry (CV = 0.25, 0.40), and at 
lower percentages for CV = 1.60.

We recommended four methods for estimating standard 
deviations: the ZDL, HDL, ROS, and LR2 methods. The robust 
technique was more frequently recommended, indicating its 
adequacy for smaller asymmetries (CV = 0.10, 0.20, and 0.40) 
at lower censoring percentages and higher asymmetries (CV = 
0.80 and 1.60) at up to 80% of  undetected values. For censoring 
percentages above 60%, substitution methods may be better than 
the ROS method. It is essential to mention that there are shallow 
errors in estimating standard deviations at CV = 0.80 and 1.60, 
even at high censoring percentages.

Another important observation concerns the series generated 
with CV = 0.40, where the HDL method is recommended from 
40% to 70%. This choice was made mainly because the ROS 

Table 6.  Best methods for estimating statistics.

CV Variables Censoring percentage
10 20 30 40 50 60 70 80 90

0.1 Mean ROS ROS ROS ROS ROS LR2 LR2 LR2 LR2
SD ROS ROS ROS ROS ROS ROS LR2 LR2 HDL
CV ROS ROS ROS ROS ROS ROS LR2 LR2 LR2

Median -- -- -- -- -- DL DL ROS LR2
0.25 Mean ROS ROS LR2 LR2 LR2 LR2 HDL HDL HDL

SD LR2 ROS LR2 ROS LR2 LR2 LR2 HDL ROS HDL HDL HDL
CV ROS LR2 LR2 LR2 LR2 LR2 HDL HDL HDL

Median -- -- -- -- -- DL LR2 LR2 HDL
0.4 Mean LR2 LR2 LR2 ROS HDL HDL HDL HDL HDL

SD ROS ROS ROS HDL HDL HDL HDL ROS ZDL
LR2 LR2 LR2

CV LR2 LR2 LR2 LR2 HDL HDL HDL HDL HDL
Median -- -- -- -- -- LR2 LR2 HDL HDL

0.8 Mean HDL HDL HDL HDL HDL ROS ROS ROS ROS
SD HDL HDL HDL HDL ROS ROS ROS ROS ZDL

ROS ROS ROS ROS
CV LR2 HDL HDL HDL HDL HDL ROS ROS ROS

Median -- -- -- -- -- LR2 HDL ROS ROS
1.6 Mean HDL ROS HDL HDL ROS HDL ROS ROS ROS ROS ROS

ROS ROS
SD ROS ROS ROS ROS ROS ROS ROS ROS ZDL
CV HDL HDL ROS ROS ROS ROS ROS ROS ROS

Median -- -- -- -- -- LR2 HDL HDL ROS
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method had an RMSE value that was at least 40% higher than that 
in the HDL method. George et al. (2021) simulated series with 
CV = 0.50 and censoring percentage = 50% and found better 
results for estimating standard deviations using the ROS method, 
possibly due to the CV difference and the use of  bias instead of  
other performance metrics. Tekindal et al. (2017) simulated series 
with CV = 0.473 and censoring percentage = 25% and found a 
bias that was 50% higher than in the LR2 method, similar to the 
findings in the present research. However, their paper recommends 
both techniques for CV = 0.40 and censoring percentages up to 
30% based on the MAPE results (LR2: 1.22% > ROS: 1.82%), 
KGE values (LR2 ~ ROS), and other excellent metric values.

The recommended methods for estimating coefficients of  
variation include the HDL, ROS, and LR2 methods with almost 
the same frequency. The LR2 method was recommended at high 
censoring percentages associated with slight skewness and up 
to 50% non-detectable values and intermediate CVs (0.25, 0.40, 
and 0.80). The HDL method was suggested in high censorship 
and/or asymmetry scenarios, while the LR2 was the best method. 
The semiparametric technique was recommended at the ends of  
the table (CV = 0.10 and percentages up to 60%) and in higher 
asymmetries at specific censoring percentages.

To estimate medians, the DL method was chosen for small 
percentages and levels of  asymmetry, where there is a smaller 
density of  lower values. The substitution methods are distributed 
in this table using this logic. The LR2 method is associated with 
higher percentages and/or more asymmetric series than is the DL 
method, and the HDL method is related to higher percentages and/
or more asymmetric series than is the LR2 method. Tekindal et al. 
(2017) obtained the best results using the LR2 method (bias ~ 
40%) at 65% censoring in series generated with CV = 0.473 and 
bias ~ 45% to estimate medians. These observations are in line 
with Table 6 and, made using four different metrics.

Antweiller & Taylor (2008) analyzed the median values 
of  series with more than 70% censored data and obtained poor 
estimates. Among the methods examined in that study, the use of  
the ROS method yielded relatively better results (MPE = -49.5% 
and MAPE = 63.3%). In the current research, the performance 
of  the ROS method was superior, possibly due to the authors of  
the above study using monitored series without verifying their 
adherence to the probability distribution.

The summary presented in Table 6 should not be used 
indiscriminately. This study is restricted to monitored series, 
which fits the log-normal (2P) distribution with a CV ranging 
from 0.10 to 1.60.

CONCLUSIONS

From the results of  the simulations, the below conclusions 
can be drawn:

i) The use of  four metrics to select the best estimation 
method was appropriate, as they complement each other. 
In certain situations, when the results do not converge, 
it is important to compare them to draw more accurate 
conclusions;

ii) The use of  the coefficients of  variation of  environmental 
series that fit a log-normal distribution was essential to 

appropriately select the best technique for estimating 
statistics;

iii) The semiparametric technique produced significant differences 
in MPE and MAPE values, indicating the presence of  bias 
with varying signs, and if  bias alone was used to select the 
best method for estimating variables, then choosing the 
ROS method would lead to an incorrect forecast;

iv) Substitution by the DL/2, by DL/20.5 and ROS methods 
was the most appropriate techniques for estimating the 
variables described, emphasizing the ROS method when 
estimating parametric variables and the substitution by 
DL/20.5 method for medians.

v) The recommended techniques for estimating the coefficient 
of  variation differed from those most suitable for forecasting 
means and standard deviations, especially in highly skewed 
series and therefore, this statistic must be studied separately 
and incorporated into stochastic simulation studies for 
censored data treatment;

vi) It is possible to estimate the statistical summaries of  interest 
with moderate errors, even at high censoring percentages 
(80%), except for the median in synthetic series generated 
with a coefficient of  variation at CV = 0.80;

vii) Despite the limitations reported in the literature regarding 
imputation methods, such as their recommended use for 
small percentages of  censoring and the lack of  scientific 
basis, these techniques have provided more accurate estimates 
in several studied scenarios, even at high percentages of  
censoring;

vii) The number of  elements in the synthetic series did not 
significantly influence the quality of  the results, unlike the 
censoring percentage.
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