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#### Abstract

The paper evaluates the influence of size series, percentage of censored data, and coefficients of variation used to generate synthetic series on the estimation of means, standard deviations, coefficients of variation, and medians in series with censored data. Seven techniques were applied to treat censored data in synthetic series with 180 scenarios (four size series, nine censoring percentages and five coefficients of variation): values proportional to the DL: zero, DL/2, DL/2 $2^{0.5}$ and DL - and parametric (MLE), robust (ROS) and Kaplan-Meier methods. Predictions were analyzed with four performance metrics (MPE, MAPE, KGE, and RMSE). It is found that the percentage of censored data and the coefficient of variation significantly alter forecast quality. It is also found that substitution by $\mathrm{DL} / 2$, by $\mathrm{DL} / 2^{0.5}$ and ROS are the most appropriate techniques for estimating the variables described, emphasizing ROS when estimating parametric variables and substitution by $\mathrm{DL} / 2^{0.5}$ for medians.
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#### Abstract

RESUMO

O artigo avalia a influência do tamanho das séries, do percentual de dados censurados e dos coeficientes de variação utilizados para gerar séries sintéticas na estimativa de médias, desvios-padrão, coeficientes de variação e medianas em séries com dados censurados. Foram aplicadas sete técnicas de tratamento de dados censurados em séries sintéticas em 180 cenários (quatro tamanhos de séries, nove percentuais de censura e cinco coeficientes de variação): valores proporcionais ao $\mathrm{DL}:$ zero, $\mathrm{DL} / 2, \mathrm{DL} / 2^{0.5} \mathrm{e} \mathrm{DL}$ - e métodos paramétrico (MLE), robustos (ROS) e Kaplan-Meier. As previsões foram analisadas com quatro métricas de desempenho (MPE, MAPE, KGE e RMSE). Verificou-se que o percentual de dados censurados e o coeficiente de variação alteram significativamente a qualidade das previsões. Verificou-se também que a substituição por $\mathrm{DL} / 2$, por $\mathrm{DL} / 2^{0.5} \mathrm{e} \mathrm{ROS}$ são as técnicas mais adequadas para estimar as variáveis descritas, destacando-se a ROS para estimar variáveis paramétricas e a substituição por DL/2 ${ }^{0.5}$ para medianas.
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## INTRODUCTION

Time series resulting from water quality monitoring may have several records with analytical concentrations below the detection limit (DL) of the measuring device. The DL is the minimum concentration of a substance that can be reported and whose value is greater than zero with $99 \%$ confidence (US Environmental Protection Agency, 2016).

Series with values below the DL are referred to as leftcensored data. One of the problems associated with the presence of left-censored data is the calculus of time-series statistics, such as the mean, median, and standard deviation. Statistics computed with only values above the DL do not represent accurate time-series statistics. One of the ways in which to deal with this problem is to apply methods to reduce bias and uncertainty in estimating statistics, such as means and standard deviations, as observed in George et al. (2021), and increase the reliability of hypothesis tests, as mentioned in Mohamed et al. (2021).

In addition to enabling the analysis of water quality (Cantoni et al., 2020), the handling of censored data helps evaluate the risk of disease caused by microorganisms (Canales et al., 2018), analyze breast cancer patients (Faucheux et al., 2021), spatially interpolate measurements in riverbeds (Mohamed et al., 2021), and model genetic modifications in fish meat (Fusek et al., 2020), among other areas.

Different methods can realize the treatment of left-censored data. The most commonly used methods are those replacing values below the DL with values proportional to the $\mathrm{DL}(0, \mathrm{DL} / 2$, $\mathrm{DL} / 2^{0.5}$, and DL). There are other parametric methods, such as the maximum likelihood estimator (MLE), which is associated with choosing an adequate probability distribution. In addition, there are semiparametric or robust methods (ROS) and nonparametric methods (Kaplan-Meier - (KM)). Detailed descriptions of the above methods can be found in Helsel et al. (2020); Hall Junior et al. (2020); Nostbaken et al. (2021); Bahk \& Lee (2021).

The unsatisfactory treatment of censored data can significantly influence the results obtained, reducing the degree of assertiveness in decision-making processes such as those related to projects to reduce and control pollution, the establishment of frameworks for water bodies, and revitalization of rivers.

Stochastic simulation is one of the techniques used in the evaluation of censored data treatment methods. The use of synthetic series allows for the evaluation of methods considering the effects of series size and the percentage of censored data on the statistical estimates.

Table 1 describes those studies researches using stochastic simulations to evaluate statistical estimates, primarily synthetic series. This table presents the authors of the works (Authors), the treatment methods for censored data (Methods), the number of elements in the randomly drawn samples (Elements), the number of random samples drawn (Random Samples), the probability distributions used to draw the random samples (Distribution), the percentage of censored data (Censoring Percentage), the accuracy measures adopted (Accuracy measure), the statistics evaluated (Evaluated stats) and the conclusions obtained (Conclusions).

The treatment methods for censored data evaluated in the studies shown in Table 1 are substitution methods proportional to the limit of detection ( $\mathrm{ZDL}=0, \mathrm{HDL}=\mathrm{DL} / 2, \mathrm{LR} 2=$
$\mathrm{DL} / 2^{0.5}$ and DL), the maximum likelihood estimator (MLE), robust methods (ROS) and the Kaplan-Meier (KM) approach. The number of elements in the synthetic series range from 5 to 260. The number of series drawn range from 100 to 10,000 . Moreover, the distributions used to draw the synthetic series are log-normal, exponential, Weibull, gamma, delta, a mixture of two log-normal, contaminated log-normal, and moderately and highly asymmetric log-normal. The log-normal is the most commonly used method.

In the studies presented in Table 1, the statistics evaluated are the mean, median, variance, standard deviation, interquartile ranges, 10th and 90th percentile, and 95th quantile. Mean and standard deviation evaluations are those were the most repeated in the considered studies.

All studies in Table 1 investigate how the intervening factors described earlier influence the forecasted means. Standard deviation and variance are addressed in seven studies as well as were, to a lesser extent, median and interquartile ranges. In this regard, the present study aims to fill an essential scientific gap: how to best estimate the coefficient of variation using censoring treatment techniques. Despite its recognized importance in various aspects, such as reliability analyses (Zhang et al., 2023), this magnitude still needs to be addressed in the described stochastic simulations.

In Table 1, statistical estimates of the censored data are compared with the uncensored values using the root mean square error (RMSE), bias, standard error, and confidence interval.

Hewett \& Ganser (2007) used bias and the RMSE when analyzing the mean and 95 th quantile estimates produced by six methods for handling censored data. The above authors observed that the MLE method did not exhibit a very high RMSE in mean and 95 th quantile estimates for those series from the lognormal distribution, containing between 20 and 100 elements with a censoring percentage up to $50 \%$. The above authors also recommended a robust method for estimating means in series with these characteristics. Shunway et al. (2002) and Niemann (2016) reported the need for bias correction in mean estimates obtained using the MLE, with the first author extending the conclusion to variance predictions. These examples illustrate the improvement in analyses when employing different performance metrics. Morley et al. (2018) state that the usefulness of a model is determined by how accurately the estimated quantities are predicted. Several metrics are available for performance analysis, and there are various perspectives on what constitutes a good prediction. With these observations, it is interesting to analyze the quality of the estimates obtained by methods for handling censored data using multiple performance indicators, which can provide conclusions about the most suitable technique for each studied scenario more accurately.

Tekindal et al. (2017) found similar tendencies using the KM and DL methods, with overestimated means and underestimated standard deviations, and found the best estimations in robust methods and substitution by DL/20.5 to provide more accurate results for means estimation. By adopting higher coefficients of variation in the generation of synthetic series ( $\mathrm{CV}=0.473,1.27$ ), the authors observed a rise in the bias of the mean and median estimates. For example, using the robust method, the average bias values increased from $5 \%$ to $20 \%$ in the means. Finally, the authors

Table 1. Stochastic simulations using series with censored data.

| Authors | Methods | Elements | Random Samples | Distribution | Censoring Percentage | Accuracy Measure | Evaluated Stats | Conclusions Related to the Log-normal Distribution |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  <br> Cohn (1988) | ZDL | 25 | 500 | Log-normal | 60 | $\begin{gathered} \hline \text { RMSE } \\ \text { Bias } \end{gathered}$ | Mean | MLE: Significant bias in the estimates of means and standard deviations |
|  | HDL |  |  | Mixture of two log-normals |  |  | Median |  |
|  | DL |  |  | Delta |  |  | Standard deviation Interquartile ranges |  |
|  | MLE |  |  |  |  |  |  |  |
|  | ROS |  |  |  |  |  |  |  |
| Kroll \& Stedinger (1996) | MLE | 10 | 5000 | Log-normal | 20 | RMSE | Percentile 10,90 | MLE: Suitable for estimating quantiles and interquartile ranges in highly censored data; |
|  | ROS | 25 |  | Mixture of two log-normals | 60 |  | Mean | ROS: Suitable for estimating means and standard deviations in medium |
|  |  | 50 |  | Gamma <br> Delta | 80 |  | Standard Deviation Interquartile Ranges | to long time series with short to medium censoring |
|  |  |  |  |  |  |  |  |  |
| She (1997) | HDL | 21 | 1000 | Log-normal | Three randomly between | Bias | Mean | HDL: Best for $\mathrm{CV}=1.00$ and 2.00 |
|  | KM |  |  | Gamma | 10 and 80 | Standard error | Standard Deviation | KM: Second-best technique, similar to MLE |
|  | MLE |  |  |  |  |  |  | MLE: Best for $\mathrm{CV}=0.25,0.50$. |
|  | ROS |  |  |  |  |  |  | Means: Worse estimates for higher CV values |
| Shunway et al. (2002) | MLE | 20 | 500 | Log-normal | 50 | Bias | Mean | ROS: No bias for the log-normal distribution, but larger standard error for highly asymmetrical series |
|  | ROS | 50 |  | Gamma | 80 | Confidence interval | Variance | MLE: Recommended to use a bias corrector |
| $\begin{aligned} & \text { Hewett } \\ & \text { \& Ganser } \\ & (2007) \end{aligned}$ | HDL | mai/19 | 100 | Log-normal | jan/50 | Bias | Mean | MLE: Recommended for all scenarios |
|  | LR2 | 20-100 |  | Contaminated log-normal | 50-80 | RMSE | 95 th quantile | ROS: Recommended for estimating averages |
|  | DL |  |  |  |  |  |  | KM: Presented poor estimates |
|  | KM |  |  |  |  |  |  | LD: Overestimated the mean and |
|  | MLE |  |  |  |  |  |  | underestimated the 95th percentile |
|  | ROS |  |  |  |  |  |  |  |
| Antweiller \& Taylor (2008) | ZDL | 34-841 | 44 | No specific distributions | Randomly between | Bias | Mean | KM: Achieved the best results for censoring up to $70 \%$, except when estimating the median |
|  | HDL |  |  |  | 14 and 95 |  | Percentile | ROS and HDL: Yielded reasonable results |
|  | DL |  |  |  |  |  | 25,50 and 75 | No method yielded suitable results |
|  | KM |  |  |  |  |  | Standard deviation | for censoring greater than 70\% |
|  | MLE |  |  |  |  |  | Interquartile range |  |
|  | ROS |  |  |  |  |  |  |  |
| $\begin{gathered} \text { Niemann } \\ (2016) \end{gathered}$ | ZDL | 50 | 10000 | Log-normal | 5 to 60 | Bias | Mean | HDL, LR2: Good for ratings up to 30\% |
|  | HDL |  |  |  |  | RMSE |  | MLE: Exhibited significant bias and high RMSE |
|  | LR2 |  |  |  |  | Confidence interval |  | HDL: Stood out for censorship rates |
|  | DL |  |  |  |  |  |  | exceeding $50 \%$, providing unbiased estimates and low RMSE |
|  |  |  |  |  |  |  |  |  |
|  | MLE |  |  |  |  |  |  |  |
| Tekindal et al. (2017) | LR2 | 20 | 10000 | Log-normal | 5 | Bias | Mean | ROS: Recommended for estimating mean values; |
|  | DL | 80 |  | Exponential | 25 |  | Median | LR2: Exhibited less bias when estimating medians |
|  | KM | 140 |  | Weibull | 45 |  | Standard deviation | KM, DL: Demonstrated similar performance, with the overestimation of means and the underestimation of standard deviations |
|  | MLE | 200 |  |  | 65 |  |  | MLE: Worst scenario |
|  | ROS | 260 |  |  |  |  |  |  |
| Canales et al. (2018) | LR2 | 100 | 10000 | Log-normal | $<10$ | Bias | Mean | ROS: Performed better in series with a high percentage of censored data |
|  | DL |  |  |  | 35 | RMSE |  | MLE: Showed poor performance, with a high RMSE, especially in series with pronounced asymmetry |
|  | KM |  |  |  | 65 |  |  |  |
|  | MLE |  |  |  | 90 |  |  |  |
|  | ROS |  |  |  | 97 |  |  |  |
| George et al.(2021) | HDL | 20 | 1000 | Log-normal | 30 |  | Mean | KM: Overestimated means and underestimated standard deviations, performing less poorly in highly skewed distributions |
|  | MLE | 50 |  | Moderately and highly | 50 |  | Standard deviation | ROS: Demonstrated the best performance |
|  | ROS |  |  | Asymmetrical | 80 |  |  | HDL: Provided reasonable estimates for means but performed poorly for standard deviations |
|  | KM |  |  |  |  |  |  | MLE: Performed poorly in asymmetrical series |

highlighted the need for a more adequate method for log-normal series generated with CV $=1.27$ when $65 \%$ censoring was applied.

Therefore, analyzing the coefficient of variation (CV) used in generating synthetic series through the Monte Carlo method is important, as it directly influences the first and second-order moments associated with the two-parameter log-normal function. For instance, George et al. (2021) generated synthetic series with two different coefficients of variation (CVs) ( 0.53 and 3.45) and found that the mean and standard deviation estimates obtained with the MLE and KM methods had a low level of accuracy in series with greater asymmetry. The use of ROS can provide more reliable predictions in such situations. Other studies have also employed different CVs to generate log-normal series (She, 1997; Tekindal et al., 2017).

Despite relevant observations on the topic, the studies in Table 1 do not thoroughly explore the influence of the log-normal distribution parameters on different percentages of censoring in synthetic series. Some studies have combined five censoring percentages with two distinct parameters (Tekindal et al., 2017) or four parameters and three percentages (She, 1997). However, it is possible to conduct simulations with more elements within these variables to address whether the coefficient of variation used in generating synthetic series from log-normal distribution significantly influences the estimation of interest statistics across different censoring percentages.

This article aims to analyze the influence of the treatment method, the percentage of censored data, the size of the time series, and the variation coefficients used in synthetic series generation on the estimation of means, medians, standard deviations, and coefficients of variation. These objectives are achieved using different performance analysis metrics: mean percentage error (MPE), mean absolute percentage error (MAPE), root mean square error (RMSE), and Kling Gupta Efficiency (KGE). The analysis is based on randomly drawn synthetic series from five two-parameter log-normal synthetic series ( $C V=0.10,0.25,0.40,0.80$, and 1.60 ), with each scenario having 10,000 reference sets.

## Censored data treatment techniques

Substitution methods use values between zero and the DL to fill in censored data ( $\mathrm{ZDL}=0, \mathrm{HDL}=\mathrm{DL} / 2, \mathrm{LR} 2=$ $\mathrm{LD} / 2^{0.5}$ and DL ). However, adopting these methods can introduce bias in estimated means, medians, and standard deviation values (Tekindal et al., 2017); lead to means that fall outside the confidence interval of observed values (Niemann, 2016); affect quantile regressions (Wang et al., 2022) and distort correlations between variables and spatiotemporal trend analyses (Christófaro \& Leão, 2014). The use of single values introduces biases that do not exist in the observed samples (Tekindal et al., 2017), increasing the probability of the replaced value occurring. Moreover, the single values reduces the variability of the data and alters the representation of the monitored data concerning the probability density function. Niemann (2016) tested filling censored data with randomly chosen values below the DL . While this procedure increased the variability of the series and reduced bias in the estimates, it generated very high and uncertain results (averages greater than the maximum values of the series) due to the wide
amplitude of the confidence intervals. When multiple DLs exist in historical series, other techniques, such as the Kaplan-Meier method, are used (Helsel et al., 2020).

Despite its limitations, substitution is Brazil's most commonly used technique due to its simplicity and ease of understanding (Von Sperling et al., 2020), and its adoption is recommended for series with up to $20 \%$ censored data. In contrast, Tran et al. (2021) suggested a threshold of up to $10 \%$. Brasil (2021) recommends using HDL to fill censored water quality data. Additionally, Mora et al. (2022) used HDL for water quality parameters where the DL was close to the maximum allowable value (MAV). The above authors replaced censored data with the DL limit in instances where the DL $\ll$ MAV, justifying the low level of relevance of this procedure for environmental pollution. Pinto et al. (2019) and Soares et al. (2021) employed the DL method because it represents the most critical situation in terms of negative environmental effects.

Parametric methods (MLE) depend on two factors: the adherence of observed data to a recommended probability distribution and the use of the maximum likelihood estimator to calculate the parameters of the likelihood function by maximizing it (Naghettini, 2017). This procedure depends on the percentage of censored data and the values above the DL (Helsel et al., 2020).

Given a set of $n$ observations ( $y_{1}, y_{2}, \ldots, y_{n}$ ) extracted from a population with a probability density function, $f y\left(\theta_{1}, \ldots, \theta_{k}\right)$, involving k parameters, the likelihood function is given as follows:
$L\left(\theta_{1}, \ldots, \theta_{k}\right)=f_{y}\left(y_{1} ; \theta_{1}, \ldots, \theta_{k}\right) * f_{y}\left(y_{n} ; \theta_{1}, \ldots, \theta_{k}\right)=\prod_{i=1}^{n} f_{y}\left(\theta_{1}, \ldots, \theta_{k}\right) \quad$ (1)
To maximize this function, the partial derivative concerning each parameter $\theta \mathrm{i}$ is taken, and they are all set to be equal to zero. Solving each equation will yields the vector of the maximum likelihood estimators [ $\theta \mathrm{ij}$ ]. The parametric method is suitable when a good fit exists between the observed data and the recommended probability distribution. However, the method does not produce accurate results when estimating means and standard deviations in short series, as it can introduce biases, mainly when logarithmic transformations are applied. Christófaro \& Leão (2014) noted that the MLE is highly sensitive to outliers, which are common in environmental data, and this sensitivity helps explain the poor results of this method in mean estimations, as observed by Niemann (2016). Furthermore, Canales et al. (2018) mentioned that using the MLE can result in estimated means that deviate significantly from reality, particularly in highly asymmetric series, and in She (1997), the best estimates were obtained in series with lower coefficients of variation.

Helsel \& Hirsch (2002) described that the MLE best estimates medians and interquartile ranges ( IQR ) in symmetric series or those with positive asymmetry. However, this method does not produce accurate results when estimating means and standard deviations in short series, as it can introduce biases, mainly when logarithmic transformations are applied.

The application of robust methods involves two steps. In the first step, an asymmetric distribution (e.g., log-normal) is fitted to the uncensored data using the Weibull plotting position, which provides unbiased exceedance probabilities (Naghettini, 2017). The fitted probability density function is then extrapolated to the
lower portion, assigning values to the censored data on the fitted straight line (Figure 1). To do this, the percentile corresponding to the $\mathrm{DL}(\mathrm{z})$ is divided by the number of censored elements $(\mathrm{m})$, yielding $\mathrm{zi}(\mathrm{z} / \mathrm{m})$. Subsequently, the censored data receive values corresponding to quantiles $\mathrm{b} *$ zi, where b is a positive integer less than $m$.

Christófaro \& Leão (2014) describe that in semiparametric methods, only the observed data points are used to calculate the desired statistics. In contrast, the MLE uses the entire fitted curve for these calculations. The above authors note that the ROS method is more suitable than is the MLE for estimating means and standard deviations, particularly in shorter series ( $\mathrm{n}<$ $50)$ and with higher censoring percentages $(50-80 \%)$, as the ROS method exhibits lower sensitivity to the distribution fitted to the monitored data and avoids biases from logarithmic transformations. This observation is also supported by Shunway et al. (2002), who assessed bias in mean and variance estimations in series with a high censoring percentage ( $50-80 \%$ ), which can affect the adherence of the data to the log-normal distribution. Furthermore, Kroll \& Stedinger (1996) examined this aspect using the RMSE.

The Kaplan-Meier is a nonparametric method was initially used to analyze right-censored data to estimate the survival function (Equation 2), which is subsequently employed to calculate the desired statistics. For example, the mean can be obtained by integrating this function, approximating a summation as the integration steps tend toward zero (Equation 3).
$S(t)=\prod_{j: t i j} \frac{r_{j}-d_{j}}{r_{j}}$
${ }^{\mathrm{i}}{ }_{K M}=\int_{0}^{\mathrm{t}_{\text {max }}} \mathrm{S}(\mathrm{t}) \mathrm{dt} \sim \sum_{\mathrm{j}}\left(\mathrm{t}_{\mathrm{j}-1}\right)\left(\mathrm{t}_{\mathrm{j}}-\mathrm{t}_{\mathrm{j}-1}\right)$
$t_{\text {: }}$ : Set of death times observed in the sample
$\mathrm{r}_{\mathrm{j}}$ : Number of individuals at risk immediately before the $j^{\text {th }}$ time of death
dj: Number of deaths up to $t_{i}$
$\mathrm{S}(\mathrm{t})$ : Survival function
$\mathrm{t}_{\text {max }}$ : Maximum survival time


Figure 1. Representation of the robust method.

By adapting the Kaplan-Meier (KM) method to the left-censored data series, all elements are transformed into rightcensored data by subtracting a fixed value greater than the maximum observed value. The KM method is primarily utilized in survival analysis (Zhan et al., 2022) and equipment failure time studies (Daneshkhah \& Menzemer, 2018). Christófaro \& Leão (2014) described that this technique offers the advantage of being robust against outliers since it relies solely on ordering values and their positions within the series. As a result, this technique can be directly applied to correlations, hypothesis tests, and nonparametric trend analyses. The authors note that the application of the KM method is particularly suitable for short series ( $\mathrm{n}<50$ ), which aligns with the findings of She (1997). However, it is known that the KM method may introduce significant bias in the mean and standard deviation estimates (Tekindal et al., 2017; George et al., 2021).

## Accuracy measurement methods

The accuracy of the estimates of the stochastic simulation was assessed by metrics relating censored and uncensored values. Morley et al. (2018) list some desirable characteristics for performance evaluators: being significant to encompass data that present different orders of magnitude, penalizing underestimation and overestimation by the same factor, having ease of interpretation, and being robust to outliers and incorrect data. These characteristics are not contemplated simultaneously by the metrics, justifying joint analyses and discussions inherent to the limitation of each of them.

In this study, we consider the following accuracy measures to evaluate how effectively if a given statistic fits the true value: mean percent error (MPE), mean absolute percentage error (MAPE), root mean square error (RMSE), and Kling Gupta Efficiency (KGE). These measures are defined as follows:

MPE $=\frac{100}{n} * \sum_{\mathrm{j}=1}^{n} \frac{\left(\mathrm{x}_{\mathrm{i}}-\mathrm{x}_{\mathrm{j}}\right)}{\mathrm{x}_{\mathrm{i}}}$

$$
\begin{equation*}
\text { MAPE }=\frac{1}{n} * \sum_{j=1}^{n}\left|\frac{\left(x_{i}-x_{j}\right)}{x_{i}}\right| \tag{5}
\end{equation*}
$$

RMSE $=\sqrt[2]{\frac{\sum_{i=1}^{n}\left(x_{i}-x_{j}\right)^{2}}{n}}$
KGE $=1-\sqrt{(\mathrm{r}-1)^{2}+\left(\frac{\sigma_{\text {sim }}}{\sigma_{\text {obs }}}-1\right)^{2}+\left(\frac{\mu_{\text {sim }}}{\mu_{\text {obs }}}-1\right)^{2}}$
where
n : Number of elements of the generated synthetic series;
$\mathrm{x}_{\mathrm{i}}$ : Value of the reference series;
$\mathrm{x}_{\mathrm{j}}$ : Value estimated by the methods of treatment of the censored data in each series;
r: Linear correlation coefficient;
$\mu_{\text {sim }}, \mu_{\text {obs }}$ : Mean of simulated and observed statistical quantities of interest, respectively;

The mean percent error (Equation 4) is a bias indicator. Negative values indicate overestimation, and positive values indicate underestimation. The mean absolute percentage error (Equation 5) considers errors in modular values, whose domain falls in the range $[0,+\infty]$. Morley et al. (2018) point out the mean percent error has its limitations, such as asymmetry regarding under- and overestimation, positive asymmetry, and sensitivity to outliers.

The root mean square error (Equation 6) relates the estimated and observed values through Euclidean distance and is an indirect measure of error variance. The RMSE is an indicator that is highly sensitive to outliers due to the quadratic term in the numerator. As a result, a few highly disparate estimates can significantly distort the final result. The RMSE has the same units as the original variable, and its domain varies in the range $[0,+\infty]$.

The Kling Gupta Efficiency is a widely used performance indicator for evaluating hydrological models, as it incorporates terms in its formulation that assess the bias, correlation, and variability of the estimated values (Liu et al., 2022). Although it adds robustness to the indicator, this method loses the simplicity of interpreting the results by a single value. The domain of KGE can vary in the range $[-\infty, 1]$.

## MATERIALS AND METHODS

The methodology started with 10,000 randomly samples of $25,40,70$ and 100 elements using the Monte-Carlo procedure of five $\log$-normal ( 2 P ) series (mean $=1.0$ and standard deviation $=0.10$, $0.25,0.40,0.80$, and 1.60$)$. The degree of uncertainty decreases with an increased number of simulated series.

The range of coefficients of variation used was based on the works listed in Table 1, and She's (1997) statement, which stated that most environmental data adhering to log-normal functions have coefficients of variation between 0.25 and 2.00 Simulations were performed with five sets of elements because previous studies used only a maximum of four.

After generating the reference series, we simulated thirtysix scenarios, corresponding to four variations in the number of elements ( $25,40,70$, and 100 ) and nine censoring percentages ( $10 \%, 20 \%, 30 \%, 40 \%, 50 \%, 60 \%, 70 \%, 80 \%$, and $90 \%$ ) for each series. Uncensored series were replicated seven times in each scenario, with the censoring percentage under analysis removed. The mean, median, standard deviation and coefficient of variation were then estimated for each of the censored series using the seven censored data treatment methods: the ZDL (0), HDL (DL/2), LR2 (LD/20.5), DL, MLE, ROS, and KM methods.

By comparing the estimated statistics (means, standard deviations, coefficients of variation, and medians) from the censored series with the actual statistics of the uncensored series, the MPE, MAPE, RMSE, and KGE values were calculated for each of the 36 scenarios and each of the seven censored data treatment techniques. Finally, we compared the results from each simulation to establish the influence of the censoring percentage, number of elements in the series, censored data treatment, and CVs of the series in estimating the statistics.

Initially, the results obtained with the series generated with $\mathrm{CV}=0.25$ were emphasized because a study is being developed that uses monitoring data that follow the log-normal distribution and exhibit the described characteristics. Then, Tables 2, 3, 4, and 5 were prepared for each estimated variable (mean, standard deviation, coefficient of variation, and median), showing how each estimation performance evaluation indicator varies according to the number of elements, censoring percentage, and censored data treatment techniques.

To facilitate visualization and enable a comparison of the values, graphs containing the described information were prepared. Since the number of elements did not significantly affect the quality of the results and to better manage the article's size, the simulations for series containing 40 elements were chosen for illustration.

A detailed analysis was performed based on the performance indicators to choose the most appropriate technique for estimating the studied statistics (mean, standard deviation, coefficient of variation, and median). This analysis was described for $\mathrm{CV}=0.25$, with the reasoning being extended to $\mathrm{CV}=0.10,0.40,0.80$, and 1.60 , as summarized in Table 6.

The last step consisted of evaluating the possibility of making reasonable estimates in series with a high percentage of censoring ( $80 \%$ ) for all asymmetries. The analyses carried out to choose the most appropriate forecasting methods are described.

## RESULTS AND DISCUSSION

In general, the censoring percentage, unlike the number of elements in synthetic series, significantly influenced the quality of predictions. Increasing the number of elements under the DL method led to an increase in MPE, MAPE, and RMSE values and a decrease in KGE value, with few exceptions.

The results are described numerically and categorized into value ranges, as shown in Tables 2 to 5 . The benchmark of the metrics depends on the objectives, inherent difficulties in the process, and error propagation in subsequent analyses. For example, this study used the threshold values described in Towner et al. (2019) for KGE estimation. The above authors used negative values to describe very poor estimates (in orange), values between 0 and 0.50 to describe poor estimates (in yellow), values between 0.50 and 0.75 to describe intermediate estimates (in brown), and values $>$ 0.75 to describe good estimates (in blue). The limits established for MPE and MAPE were < 10\% (blue), between 10\% and 20\% (brown), between $20 \%$ and $30 \%$ (yellow) and higher than $30 \%$ (orange). The same values were adopted the for RMSE, requiring the absolute value to be divided by the adopted mean $(1.00 \mathrm{mg} / \mathrm{L})$ to obtain dimensionless values.

## Means

Quality of the estimates for $\mathrm{CV}=0.25$

Replacing the censored data with DL resulted in a negative bias in the estimated means (Figure 2) since it represents the largest possible value among censored values. Using the KM
Table 2. Performance metrics for estimated means.

| Censoring percentage | RMSE (25) |  |  |  |  |  |  | Censoring percentage | MAPE (25) |  |  |  |  |  |  | Censoring percentage | MPE (25) |  |  |  |  |  |  | Censoring percentage | KGE (25) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.029 | 0.013 | 0.004 | 0.007 | 0.010 | 0.006 | 0.019 | 10\% | 2.66 | 1.18 | 0.31 | 0.57 | 0.76 | 0.46 | 1.23 | 10\% | 2.66 | 1.18 | -0.31 | 0.56 | -0.76 | 0.21 | -0.53 | 10\% | 0.970 | 0.987 | 0.996 | 0.994 | 0.990 | 0.996 | 0.981 |
| 20\% | 0.092 | 0.035 | 0.025 | 0.013 | 0.034 | 0.016 | 0.024 | 20\% | 8.33 | 3.14 | 2.06 | 1.06 | 2.92 | 1.16 | 1.53 | 20\% | 8.33 | 3.14 | -2.06 | 0.99 | -2.92 | 0.35 | -0.28 | 20\% | 0.905 | 0.966 | 0.971 | 0.990 | 0.958 | 0.990 | 0.961 |
| 30\% | 0.172 | 0.059 | 0.059 | 0.018 | 0.073 | 0.029 | 0.031 | 30\% | 15.58 | 5.27 | 5.05 | 1.37 | 6.37 | 2.10 | 2.32 | 30\% | 15.58 | 5.27 | -5.05 | 0.99 | -6.37 | 0.66 | 1.19 | 30\% | 0.824 | 0.945 | 0.923 | 0.983 | 0.901 | 0.978 | 0.937 |
| 40\% | 0.234 | 0.075 | 0.091 | 0.021 | 0.110 | 0.041 | 0.046 | 40\% | 21.24 | 6.67 | 7.89 | 1.55 | 9.61 | 2.99 | 3.68 | 40\% | 21.24 | 6.67 | -7.89 | 0.64 | -9.61 | 0.99 | 3.00 | 40\% | 0.756 | 0.929 | 0.879 | 0.975 | 0.847 | 0.956 | 0.929 |
| 50\% | 0.304 | 0.090 | 0.132 | 0.026 | 0.15 | 0.058 | 0.072 | 0\% | 27.56 | 8.01 | 11.55 | 1.88 | 13.79 | 4.25 | 6.07 | 50\% | 27.56 | 8.01 | 11.55 | -0.09 | 13.7 | 1.52 | 5.66 | 50\% | 0.68 | 0.917 | 0.813 | 0.951 | 0.770 | 0.913 | 0.905 |
| 60\% | 0.425 | 0.110 | 0.221 | 0.049 | 0.260 | 0.098 | 0.13 | 60\% | 38.55 | 9.60 | 19.36 | 3.35 | 22.78 | 7.17 | 12.1 | 60\% | 38.55 | 9.59 | -19.36 | -2.40 | -22.78 | 2.93 | 11.93 | 60\% | 0.54 | 0.90 | 0.659 | 0.883 | 0.589 | 0.765 | 0.842 |
| 70\% | 0.567 | 0.118 | 0.360 | 0.103 | 0.427 | 0.167 | 0.248 | 0\% | 51.63 | 10.07 | 31.64 | 7.53 | 37.44 | 12.40 | 22.02 | 70\% | 51.63 | 9.99 | -31.64 | -7.25 | -37.44 | 5.18 | 21.7 | 70\% | 0.377 | 0.874 | 0.391 | 0.741 | 0.256 | 0.401 | 0.702 |
| 80\% | 0.682 | 0.1 | 0.507 | 0.172 | 0.609 | 0.255 | 0.355 | 80\% | 61.90 | 9.36 | 44.29 | 13.27 | 53.11 | 18.94 | 31.46 | 80\% | 61.90 | 8.80 | -44.29 | -13.19 | -53.11 | 8.08 | 31.09 | 80\% | 0.238 | 0.816 | 0.099 | 0.571 | -0.139 | -0.106 | 510 |
| 90\% | 0.813 | 0.1 | 0.749 | 0.306 | 0.948 | 0.433 | 0.505 | 90\% | 73.95 | 8.19 | 65.15 | 24.41 | 81.87 | 32.81 | 44.22 | 90\% | 73.95 | 4.40 | -65.15 | -24.41 | -81.87 | 8.66 | 42.58 | 90\% | 0.066 | 0.612 | -0.500 | 0.186 | -1.052 | -1.359 | -0.124 |
| Censoring percentage | RMSE (40) |  |  |  |  |  |  | Censoring percentage | MAPE (40) |  |  |  |  |  |  | Censoring percentage | MPE (40) |  |  |  |  |  |  | Censoring percentage | KGE (40) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.038 | 0.015 | 0.008 | 0.007 | 0.012 | 0.006 | 0.017 | 10\% | 3.40 | 1.37 | 0.66 | 0.54 | 0.98 | 0.42 | 1.11 | 10\% | 3.40 | 1.37 | -0.66 | 0.53 | -0.98 | 0.12 | -0.54 | 10\% | 0.962 | 0.985 | 0.991 | 0.995 | 0.987 | 0.995 | 0.980 |
| 20\% | 0.090 | 0.033 | 0.026 | 0.011 | 0.032 | 0.012 | 0.019 | 20\% | 8.20 | 2.97 | 2.27 | 0.87 | 2.80 | 0.87 | 1.26 | 20\% | 8.20 | 2.97 | -2.27 | 0.80 | -2.80 | 0.15 | -0.26 | 20\% | 0.907 | 0.968 | 0.968 | 0.992 | 0.960 | 0.992 | 0.962 |
| 30\% | 0.155 | 0.052 | 0.054 | 0.014 | 0.063 | 0.020 | 0.023 | 30\% | 14.09 | 4.66 | 4.76 | 1.04 | 5.53 | 1.49 | 1.72 | 30\% | 14.09 | 4.66 | -4.76 | 0.76 | -5.53 | 0.26 | 0.86 | 30\% | 0.839 | 0.950 | 0.931 | 0.987 | 0.917 | 0.981 | 0.952 |
| 40\% | 0.231 | 0.071 | 0.093 | 0.017 | 0.105 | 0.032 | 0.042 | 40\% | 21.02 | 6.37 | 8.27 | 1.22 | 9.35 | 2.34 | 3.37 | 40\% | 21.02 | 6.37 | -8.27 | 0.31 | -9.35 | 0.51 | 3.00 | 40\% | 0.758 | 0.933 | 0.870 | 0.970 | 0.851 | 0.956 | 0.930 |
| 50\% | 0.319 | 0.089 | 0.148 | 0.025 | 0.165 | 0.049 | 0.078 | 50\% | 29.05 | 7.95 | 13.15 | 1.73 | 14.65 | 3.58 | 6.69 | 50\% | 29.05 | 7.95 | 13.15 | -0.79 | 14.65 | 1.03 | 6.56 | 50\% | 0.66 | 0.918 | 0.782 | 0.936 | 0.755 | 0.895 | 0.899 |
| 60\% | 0.419 | 0.102 | 0.226 | 0.047 | 0.250 | 0.075 | 0.135 | 60\% | 38.20 | 9.03 | 20.14 | 3.41 | 22.27 | 5.53 | 11.92 | 60\% | 38.20 | 9.03 | -20.14 | -3.05 | -22.27 | 2.06 | 11.86 | 60\% | 0.551 | 0.905 | 0.643 | 0.871 | 0.601 | 0.767 | 0.841 |
| 70\% | 0.537 | 0.108 | 0.339 | 0.091 | 0.376 | 0.121 | 0.223 | 70\% | 48.92 | 9.42 | 30.11 | 7.04 | 33.38 | 8.95 | 19.92 | 70\% | 48.92 | 9.40 | -30.11 | -6.97 | -33.38 | 3.95 | 19.88 | 70\% | 0.416 | 0.881 | 0.429 | 0.757 | 0.355 | 0.501 | 0.747 |
| 80\% | 0.677 | 0.099 | 0.520 | 0.178 | 0.583 | 0.204 | 0.349 | 80\% | 61.49 | 8.10 | 46.12 | 14.60 | 51.63 | 15.15 | 31.22 | 80\% | 61.49 | 7.69 | -46.12 | 14.60 | -51.63 | 7.00 | 31.11 | 80\% | 0.245 | 0.799 | 0.054 | 0.536 | -0.095 | -0.090 | 0.537 |
| 90\% | 0.847 | 0.095 | 0.861 | 0.371 | 1.010 | 0.402 | 0.531 | 90\% | 76.96 | 6.75 | 75.93 | 31.15 | 88.70 | 30.41 | 47.10 | 90\% | 76.96 | 0.52 | -75.93 | -31.15 | -88.70 | 11.39 | 46.24 | 90\% | 0.015 | 0.469 | -0.835 | -0.042 | -1.287 | -1.809 | -0.173 |
| Censoring percentage | RMSE (70) |  |  |  |  |  |  | Censoring percentage | MAPE (70) |  |  |  |  |  |  | Censoring percentage | MPE (70) |  |  |  |  |  |  | Censoring percentage | KGE (70) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.037 | 0.014 | 0.009 | 0.005 | 0.011 | 0.004 | 013 | 10\% | 3.32 | 1.28 | 0.76 | 0.45 | 0.95 | 0.32 | 0.93 | 10\% | 3.32 | 1.28 | -0.76 | 0.44 | -0.95 | 0.02 | -0.56 | 10\% | 0.963 | 0.986 | 0.991 | 0.995 | 0.988 | 0.995 | 0.980 |
| 20\% | 0.089 | 0.032 | 0.027 | 0.009 | 0.031 | 0.009 | 0.014 | 20\% | 8.09 | 2.84 | 2.41 | 0.71 | 2.71 | 0.66 | 1.00 | 20\% | 8.09 | 2.84 | -2.41 | 0.67 | -2.71 | 0.00 | -0.27 | 20\% | 0.908 | 0.969 | 0.965 | 0.992 | 0.961 | 0.992 | 0.965 |
| 30\% | 0.153 | 0.050 | 0.055 | 0.011 | 0.060 | 0.015 | 0.019 | 30\% | 13.96 | 4.51 | 4.95 | 0.80 | 5.39 | 1.11 | 1.41 | 30\% | 13.96 | 4.51 | -4.95 | 0.59 | -5.39 | 0.02 | 0.87 | 30\% | 0.840 | 0.952 | 0.927 | 0.986 | 0.920 | 0.981 | 0.953 |
| 40\% | 0.229 | 0.068 | 0.095 | 0.013 | 0.102 | 0.024 | 0.038 | 40\% | 20.85 | 6.15 | 8.54 | 0.91 | 9.16 | 1.73 | 3.15 | 40\% | 20.85 | 6.15 | -8.54 | 0.06 | -9.16 | 0.18 | 3.02 | 40\% | 0.759 | 0.935 | 0.866 | 0.968 | 0.856 | 0.956 | 0.934 |
| 50\% | 0.316 | 0.085 | 0.151 | 0.022 | 0.160 | 0.037 | 0.075 | 50\% | 28.82 | 7.64 | 13.55 | 1.55 | 14.41 | 2.68 | 6.57 | 50\% | 28.82 | 7.64 | 13.55 | -1.14 | 14.41 | 0.60 | 6.55 | 50\% | 0.666 | 0.921 | 0.775 | 0.931 | 0.760 | 0.896 | 0.901 |
| 60\% | 0.417 | 0.097 | 0.229 | 0.046 | 0.243 | 0.056 | 0.13 | 60\% | 38.00 | 8.68 | 20.63 | 3.54 | 21.87 | 4.12 | 11.94 | 60\% | 38.00 | 8.68 | -20.63 | -3.46 | -21.87 | 1.39 | 11.93 | 60\% | 0.553 | 0.908 | 0.640 | 0.868 | 0.612 | 0.767 | 0.843 |
| 70\% | 0.534 | 0.101 | 0.344 | 0.092 | 0.365 | 0.091 | 0.220 | 70\% | 48.68 | 8.89 | 30.91 | 7.60 | 32.82 | 6.73 | 19.88 | 70\% | 48.68 | 8.88 | -30.91 | -7.60 | -32.82 | 2.90 | 19.88 | 70\% | 0.417 | 0.879 | 0.413 | 0.745 | 0.371 | 0.490 | 0.745 |
| 80\% | 0.672 | 0.086 | 0.526 | 0.180 | 0.562 | 0.155 | 0.345 | 80\% | 61.20 | 7.15 | 47.25 | 15.49 | 50.46 | 11.50 | 31.19 | 80\% | 61.20 | 6.97 | -47.25 | -15.49 | -50.46 | 6.00 | 31.18 | 80\% | 0.251 | 0.787 | 0.024 | 0.513 | -0.064 | $-0.074$ | 0.563 |
| 90\% | 0.842 | 0.075 | 0.878 | 0.380 | 0.960 | 0.313 | 0.524 | 90\% | 76.72 | 5.32 | 78.52 | 33.05 | 85.84 | 23.60 | 47.01 | 90\% | 76.72 | -0.90 | -78.52 | -33.05 | -85.84 | 11.40 | 46.92 | 90\% | 0.016 | 0.436 | -0.904 | -0.092 | -1.146 | -1.758 | 0.035 |
| Censoring percentage | RMSE (100) |  |  |  |  |  |  | Censoring percentage | MAPE (100) |  |  |  |  |  |  | Censoring percentage | MPE (100) |  |  |  |  |  |  | Censoring percentage | KGE (100) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.036 | 0.014 | 0.009 | 0.005 | 0.011 | 0.004 | 0.011 | 10\% | 3.30 | 1.25 | 0.80 | 0.41 | 0.93 | 0.26 | 0.82 | 10\% | 3.30 | 1.25 | -0.80 | 0.40 | -0.93 | -0.01 | -0.54 | 10\% | 0.963 | 0.986 | 0.990 | 0.996 | 0.988 | 0.996 | 0.981 |
| 20\% | 0.088 | 0.031 | 0.028 | 0.008 | 0.030 | 0.008 | 0.012 | 20\% | 8.05 | 2.78 | 2.48 | 0.63 | 2.69 | 0.55 | 0.84 | 20\% | 8.05 | 2.78 | -2.48 | 0.60 | -2.69 | -0.08 | -0.26 | 20\% | 0.909 | 0.970 | 0.965 | 0.993 | 0.962 | 0.991 | 0.966 |
| 30\% | 0.153 | 0.049 | 0.056 | 0.009 | 0.059 | 0.013 | 0.017 | 30\% | 13.91 | 4.45 | 5.01 | 0.69 | 5.31 | 0.93 | 1.25 | 30\% | 13.91 | 4.45 | -5.01 | 0.53 | -5.31 | -0.06 | 0.88 | 30\% | 0.841 | 0.952 | 0.926 | 0.986 | 0.921 | 0.982 | 0.952 |
| 40\% | 0.228 | 0.067 | 0.096 | 0.010 | 0.100 | 0.020 | 0.037 | 40\% | 20.78 | 6.07 | 8.63 | 0.76 | 9.06 | 1.45 | 3.07 | 40\% | 20.78 | 6.07 | -8.63 | -0.02 | -9.06 | 0.01 | 3.01 | 40\% | 0.761 | 0.937 | 0.863 | 0.965 | 0.856 | 0.956 | 0.935 |
| 50\% | 0.315 | 0.083 | 0.151 | 0.020 | 0.158 | 0.031 | 0.074 | 50\% | 28.73 | 7.52 | 13.68 | 1.49 | 14.28 | 2.24 | 6.55 | 50\% | 28.73 | 7.52 | 13.68 | -1.26 | 14.28 | 0.36 | 6.54 | 50\% | 0.668 | 0.922 | 0.775 | 0.931 | 0.763 | 0.894 | 0.901 |
| 60\% | 0.416 | 0.095 | 0.230 | 0.045 | 0.239 | 0.047 | 0.133 | 60\% | 37.94 | 8.58 | 20.78 | 3.61 | 21.65 | 3.40 | 11.98 | 60\% | 37.94 | 8.58 | -20.78 | -3.58 | -21.65 | 1.09 | 11.98 | 60\% | 0.553 | 0.908 | 0.639 | 0.868 | 0.620 | 0.763 | 0.847 |
| 70\% | 0.532 | 0.098 | 0.346 | 0.092 | 0.360 | 0.076 | 0.219 | 70\% | 48.55 | 8.67 | 31.21 | 7.85 | 32.53 | 5.61 | 19.86 | 70\% | 48.55 | 8.67 | -31.21 | -7.85 | -32.53 | 2.56 | 19.86 | 70\% | 0.420 | 0.878 | 0.403 | 0.737 | 0.374 | 0.501 | 0.751 |
| 80\% | 0.670 | 0.081 | 0.528 | 0.181 | 0.552 | 0.131 | 0.345 | 80\% | 61.13 | 6.80 | 47.69 | 15.82 | 49.89 | 9.76 | 31.29 | 80\% | 61.13 | 6.72 | -47.69 | -15.82 | -49.89 | 5.41 | 31.29 | 80\% | 0.250 | 0.787 | 0.019 | 0.510 | -0.038 | $-0.069$ | 0.572 |
| 90\% | 0.839 | 0.066 | 0.882 | 0.382 | 0.940 | 0.270 | 0.519 | 90\% | 76.57 | 4.66 | 79.51 | 33.79 | 84.63 | 20.37 | 46.92 | 90\% | 76.57 | -1.47 | -79.51 | -33.79 | -84.63 | 11.41 | 46.90 | 90\% | 0.025 | 0.408 | -0.954 | -0.131 | -1.132 | $-1.758$ | 0.044 |

Table 3. Performance metrics for estimated standard deviations.

| Censoring percentage | RMSE (25) |  |  |  |  |  |  | Censoring percentage | MAPE (25) |  |  |  |  |  |  | Censoring percentage | MPE (25) |  |  |  |  |  |  | Censoring percentage | KGE (25) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.044 | 0.018 | 0.006 | 0.008 | 0.011 | 0.008 | 0.13 | 10\% | 7.28 | 2.90 | 0.73 | 1.32 | 1.53 | 1.04 | 16.59 | 10\% | -7.28 | -2.90 | 0.73 | -1.30 | 1.52 | -0.23 | -13.26 | 10\% | 0.92 | 0.971 | 0.993 | 0.987 | 0.984 | 0.98 | 0.779 |
| 20\% | 0.115 | 0.039 | 0.027 | 0.014 | 0.034 | 0.017 | 0.229 | 20\% | 19.19 | 6.39 | 4.17 | 2.00 | 5.17 | 2.28 | 31.26 | 20\% | -19.19 | -6.39 | 4.17 | -1.69 | 5.17 | 0.11 | -30.44 | 20\% | 0.815 | 0.938 | 0.959 | 0.984 | 0.947 | 0.961 | 0.585 |
| 30\% | 0.182 | 0.054 | 0.058 | 0.016 | 0.065 | 0.028 | 0.369 | 30\% | 30.20 | 8.85 | 8.99 | 2.23 | 10.02 | 3.62 | 51.42 | 30\% | -30.20 | -8.85 | 8.99 | -0.90 | 10.02 | 0.49 | -51.24 | 30\% | 0.715 | 0.915 | 0.913 | 0.990 | 0.900 | 0.930 | 0.225 |
| 40\% | 0.221 | 0.06 | 0.083 | 0.02 | 0.09 | 0.037 | 0.493 | 40\% | 36.61 | 9.72 | 13.03 | 2.59 | 14.08 | 4.76 | 69.04 | 40\% | -36.61 | -9.72 | 13.03 | 0.40 | 14.1 | 0.91 | -68.96 | 40\% | 0.6 | 0.908 | 0.874 | 0.993 | 0.860 | 0.901 | -0.069 |
| 50\% | 0.253 | 0.062 | 0.112 | 0.029 | 0.12 | 0.048 | 0.658 | 50\% | 41.77 | 9.79 | 17.68 | 3.62 | 18.73 | 6.16 | 90.84 | 50\% | -41.77 | -9.77 | 17.68 | 2.41 | 18.7. | 1.40 | -90.81 | 50\% | 0.612 | 0.908 | 0.830 | 0.975 | 0.814 | 0.866 | -0.534 |
| 60\% | 0.283 | 0.053 | 0.16 | 0.057 | 0.176 | 0.069 | 1.035 | 60\% | 46.65 | 8.00 | 26.34 | 7.54 | 27.37 | 8.89 | 136.48 | 60\% | -46.65 | -7.76 | 26.34 | 7.29 | 27.37 | 2.56 | -136.48 | 60\% | 0.56 | 0.928 | 0.746 | 0.928 | 0.728 | 0.792 | -1.746 |
| 70\% | 0.281 | 0.037 | 0.240 | 0.106 | 0.249 | 0.101 | 1.925 | 70\% | 46.36 | 5.01 | 37.67 | 15.32 | 38.91 | 12.95 | 222.52 | 70\% | -46.36 | -2.12 | 37.67 | 15.30 | 38.91 | 5.15 | -222.52 | 70\% | 0.56 | 0.973 | 0.635 | 0.850 | 0.61 | 0.68 | -5.511 |
| 80\% | 0.250 | 0.056 | 0.303 | 0.158 | 0.314 | 0.134 | 4.044 | 80\% | 40.80 | 6.81 | 47.19 | 23.40 | 48.53 | 17.03 | 360.63 | 80\% | -40.80 | 5.12 | 47.19 | 23.40 | 48.53 | 8.30 | -360.63 | 80\% | 0.615 | 0.940 | 0.53 | 0.769 | 1.506 | 0.5 | -15.996 |
| 90\% | 0.170 | 0.128 | 0.389 | 0.238 | 0.411 | 0.200 | 73.533 | 90\% | 27.35 | 17.76 | 60.21 | 35.92 | 62.65 | 25.21 | 1046.54 | 90\% | -27.35 | 17.70 | 60.21 | 35.92 | 62.63 | 17.47 | -1046.54 | 90\% | 0.733 | 0.817 | 0.396 | 1.639 | 0.341 | 0.411 | -395.676 |
| Censoring percentage | RMSE (40) |  |  |  |  |  |  | Censoring percentage | MAPE (40) |  |  |  |  |  |  | Censoring percentage | MPE (40) |  |  |  |  |  |  | Censoring percentage | KGE (40) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.052 | 0.019 | 0.01 | 0.008 | 0.013 | 0.007 | 0.132 | 10\% | 8.35 | 3.01 | 1.38 | 1.11 | 1.86 | 0.87 | 17.16 | 10\% | -8.35 | -3.01 | 1.38 | -1.07 | 1.86 | -0.03 | 14.93 | 10\% | 0.913 | 0.969 | 0.986 | 0.989 | 0.980 | 0.985 | 0.753 |
| 20\% | 0.11 | 0.035 | 0.028 | 0.011 | 0.031 | 0.013 | 0.214 | 20\% | 17.6 | 5.61 | 4.22 | 1.48 | 4.77 | 1.64 | 29.90 | 20\% | 17.0 | -5.61 | 4.22 | -1.23 | 4.77 | 0.30 | -29.31 | 20\% | 0.823 | 0.943 | 0.957 | 0.987 | 0.950 | 0.963 | 0.609 |
| 30\% | 0.164 | 0.048 | 0.052 | 0.012 | 0.056 | 0.02 | 0.323 | 30\% | 26.48 | 7.58 | 8.04 | 1.57 | 8.62 | 2.57 | 46.80 | 30\% | -26.48 | -7.58 | 8.04 | -0.61 | 8.62 | 0.73 | -46.61 | 30\% | 0.74 | 0.925 | 0.919 | 0.994 | 0.911 | 0.937 | 0.380 |
| 40\% | 0.213 | 0.055 | 0.082 | 0.017 | 0.086 | 0.029 | 0.472 | 40\% | 34.28 | 8.70 | 12.74 | 2.07 | 13.32 | 3.68 | 68.24 | 40\% | -34.28 | -8.70 | 1274 | 0.86 | 13.32 | 1.24 | -68.20 | 40\% | 0.66 | 0.914 | 0.873 | 0.990 | 0.863 | 0.903 | -0.009 |
| 50\% | 0.252 | 0.056 | 0.119 | 0.03 | 0.123 | 0.04 | 0.671 | 50\% | 40.51 | 8.67 | 18.46 | 3.79 | 19.03 | 5.05 | 96.01 | 50\% | -40.51 | -8.66 | 18.46 | 3.40 | 19.03 | 1.89 | -96.00 | 50\% | 0.612 | 0.916 | 0.816 | 0.965 | 0.806 | 0.856 | $-0.607$ |
| 60\% | 0.275 | 0.046 | 0.164 | 0.055 | 0.167 | 0.054 | 0.977 | 60\% | 43.97 | 6.86 | 25.40 | 7.54 | 25.92 | 6.79 | 135.99 | 60\% | -43.97 | -6.78 | 25.40 | 7.49 | 25.92 | 2.78 | -135.98 | 60\% | 0.58 | 0.934 | 0.748 | 0.925 | 0.737 | 0.798 | $-1.595$ |
| 70\% | 0.279 | 0.031 | 0.220 | 0.093 | 0.224 | 0.075 | 1.510 | 70\% | 44.42 | 4.15 | 33.96 | 13.44 | 34.50 | 9.36 | 199.48 | 70\% | -44.42 | -2.76 | 33.96 | 13.44 | 34.50 | 4.30 | -199.48 | 70\% | 0.578 | 0.970 | 0.664 | 0.867 | 0.651 | 0.7 | -3.617 |
| 80\% | 0.247 | 0.050 | 0.295 | 0.153 | 0.300 | 0.107 | 3.161 | 80\% | 39.00 | 6.14 | 45.41 | 22.92 | 45.98 | 13.31 | 352.29 | 80\% | -39.00 | 5.40 | 45.41 | 22.92 | 45.98 | 7.75 | -352.29 | 80\% | 0.625 | 0.940 | 0.54 | 0.772 | 0.52 | 0.59 | -12.202 |
| 90\% | 0.139 | 0.14 | 0.404 | 0.258 | 0.414 | 0.17 | 27.803 | 90\% | 21.36 | 21.56 | 61.62 | 38.84 | 62.66 | 22.00 | 1368.21 | 90\% | -21.36 | 21.56 | 61.62 | 38.84 | 62.66 | 17.44 | -1368.21 | 90\% | 0.782 | 0.779 | 0.372 | 0.606 | 0.335 | 0.377 | -168.826 |
| Censoring percentage | RMSE (70) |  |  |  |  |  |  | Censoring percentage | MAPE (70) |  |  |  |  |  |  | Censoring percentage | MPE (70) |  |  |  |  |  |  | Censoring percentage | KGE (70) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.049 | 0.017 | 0.01 | 0.006 | 0.012 | 0.005 | 0.11 | 10\% | 7.69 | 2.65 | 1.49 | 0.85 | 1.76 | 0.63 | 15.77 | 10\% | -7.69 | -2.65 | 1.49 | -0.82 | 1.76 | 0.12 | -14.38 | 10\% | 0.917 | 0.972 | 0.984 | 0.991 | 0.980 | 0.983 | 0.736 |
| 20\% | 0.105 | 0.033 | 0.028 | 0.008 | 0.03 | 0.01 | 0.201 | 20\% | 16.43 | 5.07 | 4.21 | 1.10 | 4.50 | 1.22 | 28.79 | 20\% | 16.43 | -5.07 | 4.21 | -0.94 | 4.50 | 0.43 | -28.48 | 20\% | 0.828 | 0.946 | 0.956 | 0.990 | 0.951 | 0.965 | 0.621 |
| 30\% | 0.159 | 0.045 | 0.051 | 0.009 | 0.053 | 0.015 | 0.31 | 30\% | 24.88 | 6.92 | 7.84 | 1.10 | 8.13 | 1.91 | 45.39 | 30\% | -24.88 | -6.92 | 7.84 | -0.32 | 8.13 | 0.86 | -45.32 | 30\% | 0.74 | 0.928 | 0.918 | 0.996 | 0.913 | 0.93 | 0.407 |
| 40\% | 0.207 | 0.052 | 0.08 | 0.014 | 0.082 | 0.022 | 0.454 | 40\% | 32.29 | 7.93 | 12.30 | 1.67 | 12.59 | 2.73 | 66.67 | 40\% | -32.29 | -7.93 | 12.30 | 1.11 | 12.5 | 1.35 | -66.65 | 40\% | 0.67 | 0.919 | 0.87 | 0.988 | 0.867 | 0.904 | 0.059 |
| 50\% | 0.246 | 0.051 | 116 | 0.028 | 0.118 | 0.031 | 0.648 | 50\% | 38.19 | 7.83 | 17.75 | 3.67 | 18.03 | 3.81 | 94.44 | 50\% | -38.19 | -7.83 | 17.75 | 3.59 | 18.03 | 1.98 | -94.44 | 50\% | 0.62 | 0.921 | 0.818 | 0.963 | 0.811 | 0.861 | $-0.465$ |
| 60\% | 0.27 | 0.042 | 0.16 | 0.052 | 0.162 | 0.042 | 0.932 | 60\% | 41.95 | 6.18 | 24.43 | 7.46 | 24.68 | 5.12 | 133.65 | 60\% | -41.95 | -6.17 | 24.43 | 7.46 | 24.68 | 2.87 | -133.65 | 60\% | 0.591 | 0.938 | 0.751 | 0.924 | 0.744 | 0.807 | $-1.411$ |
| 70\% | 0.274 | 0.024 | 0.215 | 0.090 | 0.217 | 0.059 | 1.420 | 70\% | 42.63 | 3.13 | 32.83 | 13.29 | 33.09 | 7.21 | 198.16 | 70\% | -42.63 | -2.28 | 32.83 | 13.29 | 33.09 | 4.46 | -198.16 | 70\% | 0.5 | 0.974 | 0.666 | 0.866 | 0.657 | 0.71 | $-3.350$ |
| 80\% | 0.243 | 0.044 | 0.286 | 0.14 | 0.288 | 0.084 | 2657 | 80\% | 37.62 | 5.62 | 43.55 | 22.22 | 43.77 | 10.39 | 344.19 | 80\% | -37.62 | 5.39 | 43.55 | 22.22 | 43.77 | 7.33 | -344.19 | 80\% | 0.634 | 0.941 | 0.557 | 0.776 | 0.546 | 0.612 | -9.505 |
| 90\% | 0.139 | 0.142 | 0.392 | 0.251 | 0.395 | 0.145 | 12.896 | 90\% | 21.13 | 21.00 | 59.50 | 37.78 | 59.83 | 18.15 | 1150.64 | 90\% | -21.13 | 21.00 | 59.50 | 37.78 | 59.83 | 15.81 | -1150.64 | 90\% | 0.782 | 0.784 | 0.385 | 0.614 | 0.362 | 0.379 | -82.282 |
| Censoring percentage | RMSE (100) |  |  |  |  |  |  | Censoring percentage | MAPE (100) |  |  |  |  |  |  | Censoring percentage | MPE (100) |  |  |  |  |  |  | Censoring percentage | KGE (100) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.048 | 0.016 | 0.01 | 0.005 | 0.011 | 0.004 | 0.109 | 10\% | 7.40 | 2.51 | 1.52 | 0.74 | 1.69 | 0.51 | 14.76 | 10\% | -7.40 | -2.51 | 1.52 | -0.73 | 1.69 | 0.15 | -13.64 | 10\% | 0.918 | 0.972 | 0.984 | 0.992 | 0.981 | 0.985 | 0.722 |
| 20\% | 0.103 | 0.032 | 0.028 | 0.007 | 0.029 | 0.008 | 0.194 | 20\% | 15.95 | 4.84 | 4.22 | 0.92 | 4.41 | 1.04 | 28.07 | 20\% | 15.9 | -4.84 | 4.22 | -0.80 | 4.41 | 0.51 | -27.83 | 20\% | 0.830 | 0.948 | 0.954 | 0.991 | 0.951 | 0.964 | 0.628 |
| 30\% | 0.157 | 0.044 | 0.051 | 0.007 | 0.052 | 0.013 | 0.304 | 30\% | 24.22 | 6.67 | 7.71 | 0.90 | 7.91 | 1.62 | 44.79 | 30\% | -24.22 | -6.67 | 7.71 | -0.24 | 7.91 | 0.88 | -44.75 | 30\% | 0.74 | 0.930 | 0.918 | 0.997 | 0.914 | 0.938 | 0.418 |
| 40\% | 0.205 | 0.05 | 0.08 | 0.012 | 0.081 | 0.019 | 0.447 | 40\% | 31.56 | 7.66 | 12.12 | 1.51 | 12.30 | 2.38 | 66.11 | 40\% | -31.56 | -7.66 | 12.12 | 1.19 | 12.30 | 1.44 | -66.10 | 40\% | 0.68 | 0.920 | 0.873 | 0.987 | 0.869 | 0.908 | 0.095 |
| 50\% | 0.243 | 0.05 | 0.115 | 0.027 | 0.116 | 0.027 | 0.638 | 50\% | 37.36 | 7.55 | 17.45 | 3.65 | 17.63 | 3.29 | 93.84 | 50\% | -37.36 | -7.55 | 17.45 | 3.62 | 17.63 | 2.04 | -93.84 | 50\% | 0.627 | 0.922 | 0.817 | 0.962 | 0.813 | 0.861 | $-0.428$ |
| 60\% | 0.268 | 0.04 | 0.158 | 0.051 | 0.159 | 0.036 | 0.91 | 60\% | 41.14 | 5.96 | 23.96 | 7.40 | 24.13 | 4.44 | 132.54 | 60\% | -41.14 | -5.95 | 23.96 | 7.40 | 24.13 | 2.91 | -132.54 | 60\% | 0.593 | 0.939 | 0.750 | 0.923 | 0.74 | 0.806 | $-1.300$ |
| 70\% | 0.272 | 0.021 | 0.212 | 0.089 | 0.213 | 0.051 | 1.383 | 70\% | 41.68 | 2.70 | 32.08 | 13.11 | 32.21 | 6.16 | 196.97 | 70\% | -41.68 | -2.10 | 32.08 | 13.11 | 32.21 | 4.32 | -196.97 | 70\% | 0.592 | 0.975 | 0.67 | 0.866 | 0.664 | 0.734 | $-3.140$ |
| 80\% | 0.242 | 0.042 | 0.282 | 0.146 | 0.283 | 0.074 | 2499 | 80\% | 37.10 | 5.47 | 42.75 | 21.92 | 42.83 | 9.24 | 339.27 | 80\% | -37.10 | 5.37 | 42.75 | 21.92 | 42.83 | 7.24 | -339.27 | 80\% | 0.636 | 0.941 | 0.559 | 0.776 | 0.550 | 0.60 | -8.803 |
| 90\% | 0.139 | 0.139 | 0.385 | 0.246 | 0.386 | 0.129 | 10.619 | 90\% | 21.08 | 20.51 | 58.12 | 37.00 | 58.23 | 16.24 | 1112.10 | 90\% | -21.08 | 20.51 | 58.12 | 37.00 | 58.23 | 14.84 | -1112.10 | 90\% | 0.782 | 0.789 | 0.394 | 0.62 | 0.377 | 0.389 | -69.5198 |

Table 4. Performance metrics for estimated coefficient of variations.

| orin | RMSE (25) |  |  |  |  |  |  | Censoring percentage | MAPE (25) |  |  |  |  |  |  | Censoring percentage | MPE (25) |  |  |  |  |  |  | Censoring percentage | KGE (25) |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| percentag | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.0571 | 0.0233 | 0.0074 | 0.0113 | 0.0148 | 0.0104 | 0.100 | 10\% | 10.23 | 4.13 | 1.03 | 1.90 | 2.26 | 1.50 | 15.30 | 10\% | 10.23 | -4.13 | 1.03 | -1.87 | 2.26 | -0.45 | -12.46 | 10\% | 0.886 | 0.955 | 0.988 | 0.980 | 0.973 | 0.966 | . 703 |
| 20\% | 0.16 | 0.0561 | 0.0366 | 0.0199 | 0.0467 | 0.0241 | 0.191 | 20\% | 30.14 | 9.86 | 6.08 | 3.10 | 7.83 | 3.43 | 30.33 | 20\% | -30.14 | -9.86 | 6.08 | -2.72 | 7.83 | -0.30 | -29.77 | 20\% | 0.683 | 0.899 | 0.934 | 0.973 | 0.912 | 0.891 | 0.592 |
| 30\% | 0.3045 | 0.0857 | 0.078 | 0.0243 | 0.0897 | 0.0408 | 0.322 | 30\% | 54.57 | 14.97 | 3.30 | 3.60 | 15.30 | 5.70 | 52.70 | 30\% | -54.57 | -14.97 | 13.30 | -1.96 | 15.3 | -0.35 | -52.63 | 30\% | . 446 | 0.851 | 0.862 | 0.975 | 0.838 | 0.790 | 0.287 |
| 40\% | 0.413 | 0.1018 | 112 | 0.0283 | 0.125 | 0.0556 | 0.447 | 4\% | 74.05 | 17.68 | 19.27 | 4.04 | 21.45 | 7.72 | 73.66 | 40\% | -74.05 | -17.68 | 19.27 | -0.33 | 21.45 | -0.42 | -73.64 | 40\% | 0.264 | 0.828 | 0.805 | 0.968 | 0.779 | 0.694 | -0.022 |
| 50\% | 0.54 | 0.114 | 0.151 | 0.0379 | 0.165 | 0.0752 | 0.619 | 0\% | 96.68 | 19.51 | 26.01 | 5.23 | 28.35 | 10.37 | 101.50 | 50\% | -96.68 | 9.50 | 26.01 | 2.35 | 28.35 | -0.76 | -101.50 | $50 \%$ | 0.049 | 0.811 | 0.73 | 0.943 | 0.712 | 0.5 | -0.527 |
| 60\% | 0.7864 | 0.118 | 0.2202 | 0.0711 | 0.2349 | 0.121 | 1.035 | 60\% | 140.57 | 19.62 | 37.95 | 10.11 | 40.45 | 16.10 | 166.83 | 60\% | -140.57 | 19.51 | 37.95 | 9.19 | 40.45 | -2.03 | -166.83 | 60\% | -0.362 | 0.801 | 0.62 | 0.873 | 0.5 | 0.246 | $-1.854$ |
| 70\% | 1.153 | 0.099 | 0.303 | 0.133 | 0.320 | 0.200 | 1.995 | 70\% | 206.34 | 15.25 | 52.17 | 20.68 | 54.99 | 25.9 | 305.64 | 70\% | -206.34 | -14.01 | 52.17 | 20.55 | 54.99 | -4.58 | -305.64 | 70\% | -0.989 | 0.806 | 0.480 | 0.761 | 0.448 | -0.336 | -5.930 |
| 80\% | 1.544 | 0.080 | 366 | 0.19 | 0.384 | 0.311 | 3.862 | \% | 275.83 | 11.30 | 62.85 | 31.70 | 65.73 | 38.57 | 540.32 | 30\% | -275.83 | -4.82 | 62.85 | 31.69 | 65.73 | 0.1 | -540.32 | 80\% | -1.655 | 0.792 | 0.359 | 0.64 | 0.324 | -1.155 | -15.860 |
| 90\% | 2.246 | 0.122 | 0.442 | 0.289 | 0.464 | 0.580 | 17.203 | 90\% | 400.95 | 16.43 | 75.28 | 47.63 | 78.72 | 67.70 | 1493.23 | 90\% | 400.95 | 12.75 | 75.28 | 47.63 | 78.72 | 21.86 | -1493.23 | 90\% | -2.858 | 0.6 | 0.189 | 0.460 | 0.140 | -3.148 | -115.349 |
| Censoring percentage | RMSE (40) |  |  |  |  |  |  | Censoring percentage | MAPE (40) |  |  |  |  |  |  | Censoring percentage | MPE (40) |  |  |  |  |  |  | Censoring percentage | KGE (40) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.0701 | 0.026 | 0.0128 | 0.0106 | 0.0175 | 0.0093 | 0.108 | 10\% | 12.1 | 4.45 | 2.02 | 1.67 | 2.81 | 1.30 | 16.0 | 10\% | 12 | -4.45 | 2.02 | -1.61 | 2.81 | -0.16 | 14.16 | 10\% | 0.866 | 0.952 | 0.977 | 0.983 | 0.968 | 0.961 | 64 |
| 20\% | 0.161 | 0.0517 | 0.0381 | 0.0158 | 0.0441 | 0.0181 | 0.183 | 20\% | 28.17 | 8.85 | 6.33 | 2.36 | 7.34 | 2.50 | 29.17 | 20\% | -28.17 | -8.85 | 6.33 | -2.06 | 7.34 | 0.11 | -28.77 | 20\% | 0.701 | 0.908 | 0.932 | 0.979 | 0.919 | 0.903 | 0.593 |
| 30\% | 0.2722 | 0.0754 | 0.0722 | 0.0181 | 0.0791 | 0.0292 | 0.290 | 30\% | 47.39 | 12.88 | 12.18 | 2.59 | 13.36 | 4.03 | 47.73 | 30\% | -47.39 | 12.88 | 12.18 | -1.41 | 13.3 | 0.38 | -47.61 | 30\% | 0.51 | 0.871 | 0.873 | 0.981 | 0.859 | 0.824 | 0.402 |
| 40\% | 0.4041 | 0.0951 | 0.11 | 0.0231 | 0.122 | 0.0434 | 0.442 | 40\% | 70.38 | 16.17 | 19.32 | 3.17 | 20.63 | 5.94 | 73.04 | 40\% | -70.38 | 16.17 | 19.32 | 0.50 | 20.63 | 0.52 | -73.02 | 40\% | 0.292 | 0.841 | 0.802 | 0.968 | 0.787 | 0.71 | 0.033 |
| 50\% | 0.5664 | 0.108 | 0.163 | 0.038 | 0.172 | 0.0623 | 0.661 | 0\% | 98.71 | 18.17 | 27.79 | 5.20 | 29.22 | 8.48 | 109.21 | 50\% | -98.71 | 18.17 | 27.79 | 4.06 | 29.22 | 0.40 | -109.20 | $50 \%$ | 0.020 | 0.820 | . 72 | 0.930 | 0.703 | 0.5 | $-0.597$ |
| 60\% | 0.774 | 0.108 | 0.2223 | 0.0698 | 0.2312 | 0.090 | 1.026 | 60\% | 134.14 | 17.6 | 37.69 | 10.30 | 39.18 | 12.1 | 166.65 | 60\% | -134.14 | 7.5 | 37.69 | 10.0 | 39.18 | -0.25 | -166.65 | $60 \%$ | -0.317 | 0.818 | 0.625 | 0.873 | 0.608 | 0.31 | -1.736 |
| 70\% | 1.066 | 0.092 | 0.289 | 0.120 | 0.299 | 0.139 | 1.701 | 70\% | 184.83 | 14.18 | 48.94 | 18.81 | 50.55 | 18.1 | 270.86 | 70\% | -184.83 | 13.75 | 48.94 | 18.79 | 50.55 | -1.95 | -270.86 | 70\% | -0.802 | 0.819 | 0.512 | 0.784 | 0.494 | -0.09 | -4.251 |
| 80\% | 1.530 | 0.064 | 0.369 | 0.198 | 0.379 | 0.231 | 3.612 | 80\% | 264.90 | 8.77 | 62.25 | 32.31 | 63.94 | 28.85 | 540.32 | 80\% | -264.90 | -3.00 | 62.25 | 32.31 | 63.94 | -5.45 | -540.32 | 80\% | -1.582 | 0.800 | 0.364 | 0.644 | 0.344 | -0.929 | -14.010 |
| 90\% | 2.523 | 0.14 | 0.464 | 0.320 | 0.476 | 0.537 | 20.314 | 90\% | 436.42 | 21.06 | 77.74 | 52.74 | 79.72 | 60.15 | 2177.32 | 90\% | 436.42 | 20.30 | 77.74 | 52.74 | 79.72 | -19.8 | -2177.32 | 90\% | -3.247 | 0.647 | 0.152 | 0.409 | 0.126 | -3.587 | -140.350 |
| Censoring percentage | RMSE (70) |  |  |  |  |  |  | Censoring percentage | MAPE (70) |  |  |  |  |  |  | Censoring percentage | MPE (70) |  |  |  |  |  |  | Censoring percentage | KGE (70) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.0672 | 0.0238 | 0.0138 | 0.0085 | 0.0165 | 0.007 | 0.098 | 10\% | 11.41 | 3.99 | 2.23 | 1.30 | 2.67 | 0.95 | 14.82 | 10\% | 11.4 | -3.99 | 2.23 | -1.26 | 2.6 | 0. 09 | -13.64 | 10\% | 0.873 | 0.957 | 0.975 | 0.98 | 0.969 | 0.96 | 0.622 |
| 20\% | 0.157 | 0.0486 | 039 | 0.0125 | 0.0423 | 0.0137 | 0.176 | 20\% | 26.72 | 8.15 | 6.45 | 1.83 | 7.01 | 1.87 | 28.23 | 20\% | -26.72 | -8.15 | 6.45 | -1.62 | 7.01 | 0.41 | -28.01 | 20\% | 0.71 | 0.914 | 0.931 | 0.983 | 0.924 | 0.910 | 0.576 |
| 30\% | 0.2667 | 0.0715 | 0.0729 | 0.0136 | 0.0767 | 0.022 | 0.283 | \% | 45.24 | 11.98 | 12.1 | 1.87 | 12.80 | 2.97 | 46.48 | 30\% | -45.24 | 11.9 | 12.16 | -0.93 | 12.80 | 0.78 | -46.44 | 30\% | 0.531 | 0.878 | 0.872 | 0.984 | 0.865 | 0.835 | 0.416 |
| 40\% | 0.3973 | 0.0902 | 0.115 | 0.0183 | 119 | 0.0323 | 0.435 | 40\% | 67.32 | 15.04 | 19.16 | 2.44 | 19.87 | 4.36 | 71.62 | 40\% | -67.32 | -15.04 | 19.16 | 1.02 | 19.87 | 1.06 | -71.61 | 40\% | 0.317 | 0.850 | 0.803 | 0.968 | 0.795 | 0.736 | 0.089 |
| 50\% | 0.5584 | 0.102 | 0.164 | 0.0355 | 0.169 | 0.0467 | 0.656 | 50\% | 94.51 | 16.8 | 27.48 | 4.96 | 28.26 | 6.28 | 107.74 | 50\% | -94.51 | 16.81 | 27.48 | 4.62 | 28.26 | 1.13 | -107.74 | 50 | 0.055 | 0.832 | 0.72 | 0.933 | 0.714 | 0.58 | -0.472 |
| 60\% | 0.7664 | 0.101 | 0.2228 | 0.0684 | 0.2279 | 0.067 | 1.009 | 60\% | 129.61 | 16.37 | 37.23 | 10.48 | 38.07 | 8.81 | 164.67 | 60\% | -129.61 | 16.37 | 37.23 | 10.46 | 38.07 | 0.95 | -164.67 | 60\% | -0.283 | 0.829 | 0.6 | 0.875 | 0.61 | 0.384 | -1.557 |
| 70\% | 1.058 | 0.082 | 0.290 | 0.120 | 0.296 | 0.100 | 1.677 | 70\% | 179.13 | 12.5 | 48.51 | 19.26 | 49.44 | 13.18 | 270.45 | 70\% | -179.13 | -12.44 | 48.51 | 19.25 | 49.44 | 0.33 | -270.45 | 70\% | -0.765 | 0.834 | 0.514 | 0.785 | 0.504 | 0.006 | -3.999 |
| 80\% | 1.522 | 0.048 | 369 | 0.199 | 0.375 | 0.165 | 3.443 | 80\% | 257.00 | 6.47 | 61.43 | 32.40 | 62.38 | 20.80 | 536.95 | 80\% | -257.00 | -2.00 | 61.43 | 32.40 | 62.38 | -1.99 | -536.95 | 80\% | -1.528 | 0.824 | 0.372 | 0.05 | 0.362 | -0.703 | -12.191 |
| 90\% | 2.518 | 0.141 | 0.463 | 0.321 | 0.470 | 0.372 | 15.473 | 90\% | 425.74 | 21.33 | 77.03 | 52.86 | 78.08 | 42.33 | 2069.65 | 90\% | 425.74 | 21.19 | 77.03 | 52.86 | 78.08 | -9.81 | -2069.65 | 90\% | -3.195 | 0.662 | 0.172 | 0.423 | 0.161 | -3.017 | -99.851 |
| Censoring percentage | RMSE (100) |  |  |  |  |  |  | Censoring percentage | MAPE (100) |  |  |  |  |  |  | Censoring percentage | MPE (100) |  |  |  |  |  |  | Censoring percentage | KGE (100) |  |  |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |  | ZDL | HDL | DL | LR2 | KM | ROS | MLE |
| 10\% | 0.066 | 0.0229 | 0.0142 | 0.0076 | 0.016 | 0.0057 | 0.092 | 10\% | 11.0 | 3.80 | 2.29 | 1.16 | 2.59 | 0.77 | 13.92 | 10\% | 11.06 | -3.80 | 2.29 | -1.14 | 2.59 | 0.15 | 12.9 | 10\% | 0.876 | 0.958 | 0.975 | 0.988 | 0.971 | 0.96 | 0.598 |
| 20\% | 0.1558 | 0.0472 | 0.0396 | 0.0108 | 0.0419 | 0.0117 | 0.172 | 20\% | 26.12 | 7.85 | 6.53 | 1.56 | 6.91 | 1.57 | 27.59 | 20\% | -26.12 | -7.85 | 6.53 | -1.42 | 6.91 | 0.58 | -27.41 | 20\% | . 72 | 0.918 | 0.929 | 0.985 | 0.925 | 0.913 | 0.560 |
| 30\% | 0.2644 | 0.0701 | 0.0729 | 0.0114 | 0.0756 | 0.0186 | 0.280 | 30\% | 44.36 | 11.66 | 12.09 | 1.55 | 12.53 | 2.50 | 45.94 | 30\% | -44.36 | 11.66 | 12.09 | -0.79 | 12.53 | 0.91 | -45.92 | 30\% | 0.539 | 0.881 | 0.873 | 0.984 | 0.868 | 0.842 | 0.420 |
| 40\% | 0.3947 | 0.0883 | 0.115 | 0.016 | 0.118 | 0.0275 | 0.432 | 40\% | 66.21 | 14.65 | 19.07 | 2.11 | 19.55 | 3.72 | 71.11 | 40\% | -66.21 | 14.65 | 19.07 | 1.18 | 19.55 | 1.35 | -71.11 | 40\% | 0.326 | 0.853 | 0.805 | 0.971 | 0.799 | 0.752 | 0.118 |
| 50\% | 0.5551 | 0.099 | 0.165 | 0.0343 | 0.168 | 0.0393 | 0.653 | 50\% | 92.98 | 16.35 | 27.32 | 4.92 | 27.87 | 5.29 | 107.19 | 50\% | -92.98 | 16.35 | 27.32 | 4.78 | 27.87 | 1.51 | -107.19 | 50\% | 0.066 | 0.836 | 0.724 | 0.933 | 0.717 | 0.60 | -0.432 |
| 60\% | 0.7637 | 0.098 | 0.2225 | 0.0675 | 0.2261 | 0.055 | 1.002 | 60\% | 127.88 | 15.98 | 36.96 | 10.53 | 37.54 | 7.35 | 163.77 | 60\% | -127.88 | -15.98 | 36.96 | 10.53 | 37.54 | 1.46 | -163.77 | 60\% | -0.272 | 0.831 | 0.629 | 0.873 | 0.623 | 0.398 | -1.470 |
| 70\% | 1.054 | 0.078 | 0.290 | 0.120 | 0.294 | 0.082 | 1.666 | 70\% | 176.21 | 11.98 | 48.11 | 19.32 | 48.72 | 10.76 | 269.40 | 70\% | -176.21 | -11.92 | 48.11 | 19.32 | 48.72 | 0.94 | -269.40 | 70\% | -0.744 | 0.838 | 0.517 | 0.785 | 0.510 | 0.063 | -3.848 |
| 80\% | 1.519 | 0.041 | 0.368 | 0.198 | 0.372 | 0.134 | 3.370 | 80\% | 254.31 | 5.45 | 61.07 | 32.40 | 61.68 | 17.17 | 533.55 | 80\% | -254.31 | -1.65 | 61.07 | 32.40 | 61.68 | -0.42 | -533.55 | 80\% | -1.514 | 0.825 | 0.376 | 0.652 | 0.370 | -0.621 | -11.689 |
| 90\% | 2.516 | 0.139 | 0.463 | 0.321 | 0.467 | 0.292 | 14.471 | 90\% | 420.61 | 21.34 | 76.46 | 52.63 | 77.15 | 34.42 | 2056.53 | 90\% | 420.61 | 21.30 | 76.46 | 52.63 | 77.15 | -6.25 | -2056.53 | 90\% | -3.170 | 0.666 | 0.179 | 0.427 | 0.173 | -2.671 | -22.370 |

Table 5. Performance metrics for estimated medians.

| Censoring percentage | RMSE (25) |  |  |  |  |  | Censoring percentage | MAPE (25) |  |  |  |  | Censoring percentage | MPE (25) |  |  |  |  | Censoring percentage | KGE (25) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | ZDL | HDL | DL | LR2 | ROS | MLE |  | DL | DL | LR2 | ROS | MLE |  | DL | DL | LR2 | ROS | MLE |  | HDL | DL | LR2 | ROS | MLE |
| 60\% | 0.954 | 0.42 | . 138 | 0.209 | 0.334 | 0.43 | 60\% | 43.87 | 12.2 | 20.76 | 32.03 | 44.02 | 60\% | 43.87 | -12.26 | 20.62 | 31.54 | 4.02 | 60\% | 0.36 | 0.772 | 0.67 | 0.373 | 0.290 |
| 70\% | 0.951 | 0.326 | 0.352 | 120 | 0.332 | 0.612 | 70\% | 32.52 | 35.03 | 0.42 | 29.77 | 63.64 | 70\% | 32.48 | 35.03 | 4.52 | 25.34 | 63.64 | 70\% | 0.44 | ${ }^{0.368}$ | 0.662 | -0.046 | 0.055 |
| 80\% | 0.956 | 0.24 | 0.546 | . 160 | 0.377 | 0.749 | 80\% | 23.0 | 55.30 | 13.8 | 33.15 | 78.05 | 80\% | 22.35 | -55.30 | -9.8 | 22.1 | 78.05 | 80\% | 0.46 | . 01 | 0.492 | -0.56 | 0.134 |
| 90\% | 0.950 | 0.175 | 0.840 | 0.350 | 0.511 | 0.868 | 90\% | 15.05 | 92 | 31.96 | 45.59 | 91.22 | 90\% | 7.04 | -85.92 | -31.46 | 13.60 | 91.22 | 90\% | 0.368 | -0.675 | 0.070 | -1.875 | -0.355 |
| Censoring percentage | RMSE (40) |  |  |  |  |  | $\begin{array}{r} \text { Censoring } \\ \text { percentage } \end{array}$ | MAPE (40) |  |  |  |  | $\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | MPE (40) |  |  |  |  | $\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | KGE (40) |  |  |  |  |
|  | zDL | HDL | DL | LR2 | Ros | MLE |  | HDL | DL | LR2 | Ros | MLE |  | HDL | DL | LR2 | Ros | MLE |  | HDL | DL | LR2 | Ros | MLE |
| 60\% | 0.943 | 0.411 | . 141 | 0.194 | 0.305 | 0.427 | 60\% | ${ }^{43.22}$ | 13.57 | 19.71 | 30.14 | 44.57 | 60\% | 43.22 | 13.5 | 19.6 | 30.0 | 4.5 | 60\% | ${ }^{0.377}$ | 0.742 | 0.691 | 0.37 | 0.290 |
| 70\% | 0.945 | 0.330 | . 316 | . 105 | 0.291 | 0.578 | 70\% | 33.97 | 32.06 | 9.28 | 26.91 | 6.75 | 70\% | 33.97 | 32.06 | 6.62 | 25.30 | 60.7 | 70\% | 0.45 | 0.393 | 0.679 | 0.030 | 0.096 |
| 80\% | 0.9 | 0.22 | 0.559 | 0.157 | 0.315 | 0.747 | 80\% | 21.42 | 57.74 | 13.4 | 27.96 | 78.75 | 80\% | 21.13 | -57.7 | 11.5 | 20. | 78.75 | 80\% | 0.46 | -0.074 | 0.44 | -0.5 | -0.133 |
| 90\% | 0.946 | 0.140 | 0.961 | 0.422 | 0.459 | 0.893 | 90\% | 11.87 | 99.78 | 41.29 | 40.7 | 94.40 | 90\% | 0.11 | -99.78 | -41.26 | 14.91 | 94.40 | 90\% | 0.2 | -1.03 | 0.164 | -2.3 | -0.409 |
| $\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | RMSE (70) |  |  |  |  |  | $-\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | MAPE (70) |  |  |  |  | $-\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | MPE (70) |  |  |  |  | Censoring percentage | KGE (70) |  |  |  |  |
|  | ZDL | HDL | DL | LR2 | Ros | ML |  | HDL | DL | LR2 | Ros | MLE |  | HDL | DL | LR2 | ROS | MLE |  | HDL | DL | LR2 | Ros | MLE |
| 60\% | 0.940 | 0.404 | 0.143 | 0.18 | 0.284 | 0.426 | 60\% | 42.79 | 14.41 | 19.10 | 28.79 | 44.86 | 60\% | 43.22 | 13.57 | 19.6 | 30.00 | 44.57 | 60\% | ${ }^{0.376}$ | 0.731 | 0.687 | ${ }^{0.375}$ | ${ }^{0.28}$ |
| 70\% | 0.940 | 0.320 | 0.319 | 0.085 | 0.25 | 0.578 | 70\% | 33 | 33.18 | 7.55 | 24.21 | 61.22 | 70\% | 3.97 | -32.06 | 6.62 | 25.30 | 60.75 | 70\% | 0.439 | 0.395 | 0.665 | 0.052 | 0.08 |
| 80\% | 0.940 | 0.208 | 0.562 | 0.145 | 0.259 | 0.746 | 80\% | 20.57 | 59.01 | 13.06 | 23.13 | 79.22 | 80\% | 21.13 | -57.74 | -11.54 | 20.63 | 78.75 | 80\% | 0.462 | -0.105 | 0.429 | -0.574 | -0.147 |
| 90\% | 0.940 | 0.109 | 0.976 | 0.426 | 0.3 | 0.891 | 90\% | 9.18 | 102.68 | 43.31 | 31.62 | 94.73 | 90\% | 0.11 | 99.78 | -41.26 | 14.91 | 94.40 | 90\% | 0.25 | -1.119 | -0.217 | -2.314 | -0.423 |
| Censoring percentage | RMSE (100) |  |  |  |  |  | $\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | MAPE (100) |  |  |  |  | $-\begin{aligned} & \text { Censoring } \\ & \text { percentage } \end{aligned}$ | MPE (100) |  |  |  |  | Censoring percentage | KGE (100) |  |  |  |  |
|  | zDL | DL | DL | LR2 | ROS | ML |  | HDL | DL | LR2 | ROS | MLE |  | HDL | DL | LR2 | Ros | MLE |  | HDL | DL | LR2 | Ros | MLE |
| 60\% | 0.338 | 0.402 | 0.142 | 0.182 | 0.274 | 0.425 | 60\% | 42.70 | 14.60 | 18.97 | 28.22 | 45.02 | 60\% | 42.70 | -14.60 | 18.97 | 28.22 | 45.02 | 60\% | 0.377 | 0.723 | 0.688 | 0.373 | 0.286 |
| 70\% | 0.937 | 0.315 | 0.321 | 0.075 | 0.240 | 0.577 | 70\% | 33.17 | 33.66 | 6.73 | 23.35 | 61.40 | 70\% | 33.17 | -33.66 | 5.49 | 23.10 | 61.40 | 70\% | 0.450 | 0.364 | 0.664 | 0.053 | 0.085 |
| 80\% | 0.938 | 0.201 | 0.563 | 0.140 | 0.232 | 0.745 | 80\% | 20.30 | 59.44 | 12.98 | 20.94 | 79.37 | 80\% | 20.28 | -59.44 | -12.74 | 18.59 | 79.37 | 80\% | 0.460 | -0.118 | 0.420 | -0.570 | -0.143 |
| 90\% | 0.937 | . 09 | 0.979 | 0.42 | 0.308 | 0.889 | 90\% | 7.91 | 103.71 | 44.0 | 27.30 | 94.88 | 90\% | -1.85 | -103 | -44.04 |  | 94.88 | 90\% | 0.241 | -1.142 | $-0.236$ | -2.272 | -0.42 |



Figure 2. Performance indicators in estimating means in synthetic series with 40 elements ( $C V=0.25$ ).
approach produced similar results to those obtained through DL substitution in different scenarios and statistical summaries. Both methods overpredicted the estimated means, as observed by George et al. (2021) and Tekindal et al. (2017), as they assign zero weight to values below the DL when estimating the mean (Zhan et al., 2022).

Positive biases were observed in the ZDL and ROS methods, while the HDL method showed positive bias in almost all censoring percentages. The semiparametric method had the best performance, up to $80 \%$ censoring (less than $10 \%$ in magnitude), and the HDL method performed well at $90 \%$. The LR2 method showed a similar performance from $10 \%$ to $70 \%$, and, in general, LR2 is widely accepted for means estimation, with some nuances: Niemann (2016), Canales et al. (2018), and Tekindal et al. (2017) suggest its use for censoring up to $30 \%, 50 \%$, and for any censoring, respectively, along with the ROS method. Table 2 shows that errors are below $10 \%$ for the HDL, LR2, and ROS methods in almost all censoring percentages.

The MAPE values coincided with the MPE values for three of the seven treatment techniques (ZDL, DL and KM). Three techniques (HDL, LR2 and MLE) exhibited similar values for the MPE and MAPE, indicating a bias with the same sign in most simulations. The robust method showed significant differences between the MPE and MAPE due to alternating sign-in bias in most scenarios. This observation highlights the importance of using the MAPE to evaluate the estimates. Figure 2 shows increasing MAPE values with censoring percentage, except in the case of an HDL value above $60 \%$ of censored values. The best performances were observed for LR2/ROS up to $60 \%$ and for HDL from $60 \%$.

For censoring percentages up to $50 \%$, there were reasonable estimates among all techniques except for the ZDL technique, and the highest values could be seen for the HDL and LR2 techniques. The HDL technique showed good results from $60 \%$ to $80 \%$, similar to the results in George et al. (2021) and Niemann (2016).

Observations for the RMSE were similar to those for the MAPE in the described scenario, with the LR2 and ROS techniques performing better at up to $60 \%$ censoring and the HDL performing well above $50 \%$. The MLE had intermediate performance, while the KM and DL techniques showed similar results.

In summary, the ROS and LR2 techniques could be recommended for estimating means at $10 \%$ and $20 \%$ censoring because they performed best in all metrics. However, MPE $_{\text {ROS }}$ is four times lower than is MPE ${ }_{\text {LR2 } 2}$, and the semiparametric method was chosen. The LR2 technique is suggested from $30 \%$ to $60 \%$ because it had a lower RMSE than ROS. Above $60 \%$, the HDL technique is recommended, as it showed significantly better performance than did the other techniques. Overall, the quality of the estimates from the selected methods was satisfactory, except for the $90 \%$ censoring percentage, where a moderate KGE value could be observed in the HDL technique.

Estimates with $80 \%$ censorship
Figure 3 illustrates the variation in performance indicators based on the CV used to generate synthetic series, with a censoring percentage of $80 \%$. MPE values approached asymptotic values in all depicted curves, with final biases ranging from $-53 \%$ in the KM method to $10 \%$ in the ZDL method. The DL and KM methods


Figure 3. Performance indicators of the averages estimated in different log-normal synthetic series (Censoring percentage $=80 \%$ ).
exhibited negative biases, while the ZDL and ROS methods had positive biases. The LR2 and HDL methods showed alternating signs across different CVs.

The ROS methods demonstrated low errors ( $<10 \%$ in magnitude) in all situations, consistent with the findings of Shunway et al. (2002), who observed no bias in estimated means at high censoring percentages ( $50 \%$ and $80 \%$ ). Canales et al. (2018) recommended using the ROS method for highly asymmetric series and studied sets with censoring percentages above $80 \%$. Tekindal et al. (2017) suggested using the LR2 and ROS methods for mean estimation at $\mathrm{CV}=0.473$ and 1.27. The HDL method exhibited the lowest biases at $\mathrm{CV}=0.25$ and 0.40 , deviating slightly from the findings of She (1997), who obtained better results with the HDL method in higher asymmetries ( $\mathrm{CV}=1.00$ and 2.00). The above authors used three randomly sampled percentages between $10 \%$ and $80 \%$ and were able to explain this discrepancy.

The MLE generated significantly disparate values, particularly in series with $\mathrm{CV}=0.40,0.80$, and 1.60 , similar to the findings of Niemann (2016) and Canales et al. (2018). Although Niemann (2016) did not specify the CV of the generated log-normal series, they obtained poor mean estimates with the MLE, exhibiting biases above $40 \%$ and root mean squared errors more than five times the value of the true mean at $50 \%$ censoring, likely due to the generation of highly asymmetric series.

Higher asymmetries were more likely to contain lower values and means, reducing bias in the ZDL method from $73 \%$ at $\mathrm{CV}=0.10$ to $10 \%$ at $\mathrm{CV}=1.60$. In the DL method, MPE values changed from $-20 \%(C V=0.10)$ to $-45 \%(C V=1.6)$. This pattern
also occurred in the KM and LR2 methods, with LR2 exhibiting positive bias in series generated from $\mathrm{CV}=0.10$ and negative bias in the other series. At the same time, the HDL method showed positive biases in series with $\mathrm{CV}=0.10$ and 0.25 and negative biases in the other series. MAPE and MPE values were similar/ coincident in all techniques, except for the HDL method at $\mathrm{CV}=$ 0.40 and the ROS method in all situations. This finding explains the better performance of the HDL for $\mathrm{CV}=0.25$ and 0.40 and the similar values from the ROS method for $\mathrm{CV}=0.80$ when considering MAPE. The best results for each CV were almost below $18 \%$.

KGE values increased after $\mathrm{CV}=0.40$ and reached high values at $\mathrm{CV}=1.60$, particularly for the $\mathrm{ZDL}(0.953), \operatorname{HDL}(0.916)$, and ROS ( 0.975 ) methods. For the methods that yielded the best results, the estimates were classified as either good or intermediate. We recommend the use of the LR2 method at CV $=0.10$ ( 0.710 ), the HDL method at $\mathrm{CV}=0.25$ ( 0.799 ) and $\mathrm{CV}=0.40$ ( 0.778 ), and the ROS method at $\mathrm{CV}=0.80(0.896)$ and $\mathrm{CV}=1.60$.

The lowest RMSE values coincided with the scenarios where the KGE showed the highest values. However, the variance observed at $\mathrm{CV}=0.80$ and $1.60(\sim 0.30 \mathrm{mg} / \mathrm{L})$ was three times higher than the RMSE that occurred in other CVs.

In summary, estimating means in highly censored synthetic series $(80 \%)$ with acceptable errors, mainly in lower asymmetries, is possible. The LR2 method was the preferred method for estimating means at $\mathrm{CV}=0.10$, the HDL method was the choice for $\mathrm{CV}=0.25$ and 0.40 , and the ROS method was chosen for CV $=0.80$ and $\mathrm{CV}=1.60$. Three metrics returned good results (MPE
and MAPE $<15 \%$ in magnitude) and $\mathrm{KGE}>0.70$. Up to CV $=$ 0.40 , the RMSE value was lower than $0.15 \mathrm{mg} / \mathrm{L}$, but the variance could prevent good estimates in higher asymmetries. Although Antweiller \& Taylor (2008) did not achieve satisfactory results for censoring data above $70 \%$, they used monitored series that did not have a specific probability distribution function (PDF).

## Standard deviations

Quality of the estimates for $\mathrm{CV}=0.25$
Increasing the censoring percentage reduces KGE values and increases most MPE and MAPE values, as observed in Tekindal et al. (2017). In all simulations, the ZDL and MLE exhibit negative bias. Higher asymmetries result in better estimates with the ZDL and worse results when using the MLE. The estimates obtained with MLE stand out negatively, with MPE values below $-1,000 \%$ under $90 \%$ censoring. This observation aligns with the significant biases observed in the most asymmetric series simulated by Tekindal et al. (2017) and George et al. (2021).

Simulations using the robust method yield the smallest, typically positive, biases in most scenarios, only exceeding $10 \%$ in magnitude in series with $90 \%$ undetectable values. When adopting DL/20.5 substitution, the bias exhibits a negative sign at $10 \%$, $20 \%$, and $30 \%$ censoring and becomes positive above $30 \%$. The LR2 method exhibits small biases ( $<8 \%$ in magnitude) up to $60 \%$ and shows similar results as those of the ROS method.

Among the papers listed in Table 1, Tekindal et al. (2017) was the only one that employed the LR2 method to estimate standard deviations. This technique demonstrated satisfactory results, ranking second-best among the employed techniques, with MPE values below $15 \%$ at $65 \%$ censoring for series generated with $\mathrm{CV}=0.473$. In simulations with $\mathrm{CV}=1.27$, the MPE reached $68 \%$ for the same censoring level and in short series (20 elements). Estimates using robust methods exhibited MPE values below $10 \%$ in magnitude up to $70 \%$ censoring. In Tekindal et al. (2017), the ROS method was the recommended method for estimating standard deviations, particularly for more asymmetric series, where the MPE was below $4 \%$.

Estimates using the HDL method also yielded satisfactory results, with MPE values below $10 \%$ at up to $80 \%$ censoring $(\mathrm{CV}=0.25)$. The HDL method demonstrated the best performance for censoring percentages above $70 \%(\mathrm{CV}=0.25)$. Simulations conducted with the HDL method exhibited variable biases, both positive and negative. George et al. (2021) obtained biases below $10 \%$ in series generated with $\mathrm{CV}=0.53$, while an approximate $30 \%$ underestimation was observed in series with CV $=3.45$.

The MPE coincides with the MAPE in the ZDL, DL, and KM methods, indicating that all 10,000 synthetic series exhibit the same bias direction (positive or negative) and differ substantially from the ROS method. This finding helps explain the smallest biases observed with the ROS method in Tekindal et al. (2017). In the HDL, MLE, and LR2 methods, the MPE and MAPE values are very close, indicating that almost all forecasts behave similarly within the same studied scenario. Despite these differences, the
technique that yields better estimates of standard deviation, as analyzed by the MPE and MAPE are the same in most scenarios.

KGE values exceeded 0.75 at censorship up to $60 \%$ for five techniques, excluding the ZDL and MLE techniques. The HDL and LR2 techniques displayed the best results in these situations, with only the HDL technique having good estimates in higher censoring percentages.

The lowest RMSE values were observed in the LR2 and ROS techniques for $10 \%$ and $20 \%$ censoring percentages. From $30 \%$ to $60 \%$, the LR2 technique exhibited the best results, and the HDL technique is recommended for censoring percentages above $50 \%$. The MLE is not included in Figure 4 because the indicator could be up to two orders higher than those obtained with other techniques. The ZDL technique ranked as the secondworst technique for estimating standard deviations up to $70 \%$. Starting from $60 \%$ censoring, the KM and DL techniques displayed very high values. Antweiller \& Taylor (2008) used actual samples with $32 \%$ of values below the DL to assess the performance of methods when handling censored data and they obtained similar results to those of the present study, with the highest bias being in the ZDL and MLE methods and the lowest bias being in the robust and HDL methods. The authors did not test substitution by DL/20.5 in this research.

It was observed that the LR2 method proved to be adequate for estimating standard deviations up to $60 \%$ censoring, regardless of the performance metric used (KGE $>0.870$; MPE, MAPE $<$ $11 \%$ in magnitude; $\mathrm{RMSE}<0.08 \mathrm{mg} / \mathrm{L}$ ). It was also noted that semiparametric methods can be suitable, especially at low censoring levels ( $10 \%$ and $20 \%$ ). Although the three performance indicators yielded similar results to those of the LR2 method, they exhibited higher RMSE values. The HDL curves displayed an inflection point near $60 \%$ censoring, and the values decreased afterward. From $60 \%$ to $90 \%$, the HDL method was the best technique, and although the results increased at a censorship of $90 \%$, they were satisfactory (KGE $>0.750$; MPE, MAPE $<21 \%$ in magnitude, and RMSE $<0.150 \mathrm{mg} / \mathrm{L}$ ).

## Estimates with 80\% censorship

Figure 5 shows the performance indicators in estimating standard deviations for different log-normal synthetic series (censoring percentage $=80 \%$ ). The ROS method exhibited low biases ( $<5 \%$ in absolute value) in $\mathrm{CV}=0.40,0.80$, and 1.60 , the LR2 method exhibited low biases at $\mathrm{CV}=0.10(5.00 \%)$, and the HDL exhibited low biases at $\mathrm{CV}=0.25(5.40 \%)$. The biases almost stabilized at low values in higher asymmetries ( $<6 \%$ in absolute value), particularly in the ROS method, which presented a value of $0.15 \%$. The KM and DL methods underestimated standard deviations to a greater extent at $\mathrm{CV}=0.10(\sim 60 \%)$ and lower than $6 \%$ at $\mathrm{CV}=1.60$. The ZDL and MLE methods had negative biases, while other techniques had positive biases, except for the HDL method at CV $=0.10$. Figure 5 does not represent the MLE due to its high errors, as reported by Helsel \& Cohn (1988). The MAPE exhibited similar behavior to that of the MPE, except in the ROS method, although MAPEROS maintained the lowest values $(<9 \%)$ at $\mathrm{CV}=0.40,0.80$, and 1.60 .


Figure 4. Performance indicators in estimating standard deviations in synthetic series with 40 elements ( $C V=0.25$ ).


Figure 5. Performance indicators of the standard deviations estimated in different log-normal synthetic series (Censoring percentage $=80 \%$ ).

KGE values showed a systematic increase and were consistently high ( $>0.890$ ) in standard deviation estimations for $\mathrm{CV}=0.80$ and $\mathrm{CV}=1.60$, except for the maximum likelihood method (MLE). The errors associated with the MLE were high, rendering any estimation impossible. The best techniques in each CV returned good predictions $(\mathrm{KGE}>0.75)$. The LR2 method exhibited the best performance at $\mathrm{CV}=0.10(0.766)$, the HDL method exhibited the best performance at $\mathrm{CV}=0.25(0.940)$ and $\mathrm{CV}=0.40$ ( 0.917 ), and the ROS method exhibited the best performance at $\mathrm{CV}=0.80$ (0.993) and $\mathrm{CV}=1.60(0.999)$.

RMSE values were reasonable across all asymmetries, with the LR2 method performing the best at CV $=0.10(0.023 \mathrm{mg} / \mathrm{L})$, the HDL method performing best at $\mathrm{CV}=0.25(0.050 \mathrm{mg} / \mathrm{L})$, and $\mathrm{CV}=0.40(0.123 \mathrm{mg} / \mathrm{L})$, and the ROS method performing best at $\mathrm{CV}=0.40(0.126 \mathrm{mg} / \mathrm{L}), \mathrm{CV}=0.80(0.133 \mathrm{mg} / \mathrm{L})$, and $C V=1.60(0.288 \mathrm{mg} / \mathrm{L})$.

In summary, the use of the LR2 method for $\mathrm{CV}=0.10$, the HDL method for $\mathrm{CV}=0.25$ and $\mathrm{CV}=0.40$, and the ROS method for $C V=0.40,0.80$, and 1.60 when estimating standard deviations is recommended. These methods consistently performed the best across all four metrics However, RMSE values increased with censoring but did not hinder reasonable estimates. The maximum value was $0.288 \mathrm{mg} / \mathrm{L}$ for the series generated with a CV of 1.6.

Kroll \& Stedinger (1996) emphasized using the ROS method to estimate standard deviations in situations involving short and medium-level censoring. However, they reached this conclusion by encompassing the results of a series generated
from four different coefficients of variation. However, according to the presented results, the robust technique can be employed even in scenarios with a high percentage of undetectable values.

## Coefficients of variation

Quality of the estimates for $\mathrm{CV}=0.25$

Figure 6 shows positive biases in the DL and KM methods due to the overestimation of means and underestimation of standard deviations that occurred in Tekindal et al. (2017) and George et al. (2021). The ZDL, HDL, and MLE methods have negative biases, while the ROS and LR2 methods present variable signs.

The smallest biases occurred in the ROS (up to 70\%) and HDL ( $80 \%$ and $90 \%$ ) methods. The LR2 method presented good results up to $50 \%$ (MPE $<3 \%$ in modulus). Up to a censorship percentage of $80 \%$, minor mistakes were always less than $12 \%$ and approximately $20 \%$ at $90 \%$. The results showed consistency in covariates (mean and standard deviation) regarding the best techniques for estimating the variables. Overestimation in the ZDL and MLE methods led to values lower than $-400 \%$ and $-1,400 \%$, respectively, in modulus due to the low accuracy in estimating the means (ZDL) and standard deviation (MLE). The MPEs obtained in the DL and KM methods were close to each other and reasonableER, up to $40 \%$ censorship, with modulus values not exceeding $21 \%$.


Figure 6. Performance indicators in estimating variation coefficients in synthetic series with 40 elements ( $\mathrm{CV}=0.25$ ).

Using the means and standard deviations data presented by George et al. (2021), it was observed that the magnitude asymmetries of the simulated series influenced the bias value and direction. When MPE $>0$ was observed in the coefficients of variation estimated by the MLD and ROS methods, moderately asymmetric series $(\mathrm{CV}=0.45)$ showed a positive bias. In contrast, asymmetric series $(C V=3.45)$ showed a negative bias. In the synthetic series generated with $\mathrm{CV}=0.473$, Tekindal et al. (2017) showed an overestimation of the coefficients of variation at $5 \%$ and $25 \%$ censorship levels and an underestimation at $65 \%$ when adopting the LR2 method. In the series generated with $\mathrm{CV}=1.27$, underestimation was observed at all censorship levels. For the robust methods, there were super forecasts at all censorship levels in the most skewed series and an undefined scenario in those series with a moderate level of skewness.

MAPE values coincided with MPE values in three methods of censoring treatment (ZDL, DL and KM methods), with three showing little difference (MLE, HDL, and LR2 methods), and the ROS method showed a significant difference. The MAPE shown in Figure 6 omit the ZDL and MLE, which are inconsistent. The KGE method also verifies the complete inadequacy of the estimates of parametric variables using the ZDL and MLE methods, as in Niemann (2016), Tekindal et al. (2017), Canales et al. (2018), and George et al. (2021).

KGE values were high (>0.7) at up to $40 \%$ censoring, except in the ZDL, ROS, and MLE methods. The LR2 method was more suitable, at up to $60 \%$, and the HDL method was more suitable from $70 \%$ censoring. There were good estimates of up to $80 \%$ in the recommended methods. At $90 \%$ censoring, the KGE method was considered intermediate. The KM and DL methods had similar values, as observed in the analysis of this research. The ROS method yielded only good results above 50\% (KGE < 0.50).

The RMSE showed increasing values according to the censoring percentage, except in the HDL method (above $60 \%$ ). The LR 2 method had the best performance, at up to $60 \%$, and the HDL method had the best performance from $60 \%$ to $90 \%$. Unreal error variances were observed when adopting the ZDL and MLE methods for CV simulations. The ROS method had good results (RMSE $<0.100 \mathrm{mg} / \mathrm{L}$ ) at up to $50 \%$.

According to the preceding analysis, the use of the ROS method was recommended at $10 \%$ because this technique had the three best performances, except in the KGE method. At 20\%, the LR2 method is suggested because it produced the best MAPE, RMSE, and KGE results. Moreover, this technique returned a slight bias. From $30 \%$ to $50 \%$, the LR2 method presented better results than did the ROS method in terms of the RMSE and KGE, even though the MPE and MAPE values were similar. At $60 \%$, the ROS and LR2 methods had similar performance in terms of the MAPE and RMSE. However, $\operatorname{KGE}_{\text {ROS }}(0.318) \ll$ KGE $_{\text {LR2 } 2}$ (0.818), and MPEROS was reasonable (10.06\%). From $70 \%$ to $90 \%$, the HDL method was recommended due to its best performance in terms of the MAPE, RMSE, and KGE and a reasonable bias. The results obtained by the selected techniques were satisfactory for all censoring percentages, with performance indicator values similar to those observed in standard deviations.

## Estimates with 80\% censorship

Figure 7 illustrates the performance indicators in estimating the coefficient of variations for different log-normal synthetic series. The ROS method had the lowest errors ( $<15 \%$ in absolute value), along with the LR2 method at CV $=0.10(-4.12 \%)$ and the HDL method at CV $=0.25(-3.00 \%)$, and $\mathrm{CV}=0.40$ ( $13.17 \%$ ). The biases stabilize at higher asymmetries, reaching reasonable values in the ZDL, HDL, and ROS methods (smaller than $15 \%$ in absolute value). The ZDL and MLE methods had negative bias, the DL and KM methods had positive bias, and the HDL, LR2, and ROS methods had alternating bias signs. The MAPE had similar/ coincident values as those of the MPE, except in the ROS, LR2 (CV = 0.10), and HDL (CV = 0.25) methods.

The KGE curves showed increasing values, which can be visualized in $\mathrm{CV}=1.60$, having the best value, 0.925 (in the ROS method) compared to the best value at $\mathrm{CV}=0.10$ ( 0.601 ) in LR2 method. The best values at $\mathrm{CV}=0.25$ ( 0.800 ), $\mathrm{CV}=$ 0.40 ( 0.833 ), and $\mathrm{CV}=0.80$ ( 0.806 ) were obtained using the HDL method. The best estimates were good, except in CV $=$ 0.10, which was classified as intermediate.

The RMSE presented the highest values at $\mathrm{CV}=0.80$, except in the HDL method. Significant differences between these values and those observed at $\mathrm{CV}=1.60$ were observed in the ZDL and ROS methods. The smallest values occurred in the LR2 method at $\mathrm{CV}=0.10(0.033 \mathrm{mg} / \mathrm{L})$, in the HDL method at $\mathrm{CV}=0.25(0.064 \mathrm{mg} / \mathrm{L}), \mathrm{CV}=0.40(0.163 \mathrm{mg} / \mathrm{L})$, and $\mathrm{CV}=0.80(0.411 \mathrm{mg} / \mathrm{L})$, and in the ROS method at $\mathrm{CV}=$ $0.80(0.406 \mathrm{mg} / \mathrm{L})$, and CV $=1.60(0.242 \mathrm{mg} / \mathrm{L})$.

In summary, we recommend using the LR2 method to estimate the coefficient of variation at $\mathrm{CV}=0.10$, the HDL method at $\mathrm{CV}=0.25$ and 0.40 , and the ROS method at $\mathrm{CV}=$ 1.60, as they are the best methods for all performance metrics. Under these conditions, the estimates showed satisfactory results, with absolute errors and biases below $20 \%$, variances less than $0.250 \mathrm{mg} / \mathrm{L}$, and KGE values greater than 0.60 .

Using the HDL method, the results were similar to those of the ROS method in higher asymmetries. She (1997) described adequate mean and standard deviation estimates when using the HDL model in series with CV $=1.00$ and 2.00. The coefficient of variation may repeat this behavior because it is a covariate of these variables

For $\mathrm{CV}=0.80$, the semiparametric method was the most suitable because it had the lowest MPE, MAPE, and RMSE values. Although its KGE value was lower than that obtained with the HDL method, the value was still very good (0.650). However, we did not recommend using any estimation method because the RMSE value was too high ( $>0.400 \mathrm{mg} / \mathrm{L}$ ).

## Median

Quality of the estimates for $\mathrm{CV}=0.25$

Only series with censoring percentages above $60 \%$ were used to estimate the medians. At lower percentages, this variable is already known. The KM method only works with data ordering


Figure 7. Performance indicators of the coefficients of variation estimated in different log-normal synthetic series (Censoring percentage $=80 \%$ ).
and does not provide median estimates; thus it was excluded from this analysis. Figure 8 shows the MPE, MAPE, KGE, and RMSE variations according to the censoring percentage.

There was overestimation in the DL method, underestimation in the ROS, MLE, and HDL methods; and alternating bias signs in the LR2 method (Figure 8). The lowest values were obtained using the substitution methods, with the DL method at $60 \%$ censoring, the LR2 method at $70 \%$ and $80 \%$, and the HDL method at $90 \%$. The smallest biases were always less than $15 \%$ in absolute value in each scenario.

The MPE and MAPE values in the DL, DL, and MLE methods coincided. There were substantial differences between the HDL and ROS methods in some scenarios. The estimates had good values, less than $20 \%$ in magnitude for the best methods in each situation.

According to KGE values, the techniques returned good estimates only when the LR2 method was used at $60 \%$ and $70 \%$ censoring and the DL method at $60 \%$. The worst values occurred in the ROS method, and are not shown in the graph because they were far below the range represented on the vertical axis, making it difficult to visualize (they reached approximately -2.30 ). The best simulations occurred using the DL method at $60 \%$ censoring, the LR2 method at $70 \%$ and $80 \%$, and the HDL method at $80 \%$ and $90 \%$.

Based on the last analysis, the best methods to estimate medians were the DL method at $60 \%$, the LR2 method at $80 \%$,
and the HDL method at $90 \%$ censoring because the results in the four metrics were the same. The choice of the LR2 method at $70 \%$ censoring was made because this technique had the best performance in terms of the MPE, MAPE, and RMSE and a similar value in KGE compared to the HDL method. The results were satisfactory at $60 \%$ and $70 \%$ censorship. At $80 \%$ and $90 \%$ censorship, KGE showed low values ( $<0.50$ ), and thus, results must be evaluated before they can be used in other contexts.

## Estimates with 80\% censorship

Figure 9 shows the performance indicators at a censoring percentage of $80 \%$. Positive biases were observed in the MLE and ROS methods, and negative in the DL, LR2 methods (CV = 0.25), and the HDL method $(\mathrm{CV}=0.40)$. The smallest MPE values in the module occurred in the ROS method at $\mathrm{CV}=0.10(11.40 \%), 0.80(32.96 \%)$, and $1.60(28.00 \%)$. The LR2 method at CV $=0.25(-11.54 \%)$ and HDL at CV $=0.40(-0.63 \%)$. MAPE and MPE were similar/ coincident, except for those in the ROS method. The MAPE had the smallest values in the LR2 method at $\mathrm{CV}=0.10(15.53 \%)$ and $0.25(13.42 \%)$, the HDL method at $C V=0.40(18.18 \%)$, and the ROS method at $\mathrm{CV}=0.80(59.91 \%)$ and $1.60(85.40 \%)$. These errors in high asymmetry ( $>0.80$ ) may hinder median estimation.

KGE indicated good predictions for CV values up to 0.40 , with values greater than 0.45 . However, there was a significant


Figure 8. Performance indicators in estimating medians in synthetic series with 40 elements ( $\mathrm{CV}=0.25$ ).


Figure 9. Performance indicators of the medians in different log-normal synthetic series (Censoring percentage $=80 \%$ ).
decrease at $\mathrm{CV}=0.80$ and 1.60 , with most values being negative. The best results were obtained with the LR2 method at $\mathrm{CV}=$ $0.10(0.498)$, the HDL method at $\mathrm{CV}=0.25(0.461)$ and $0.40(0.524)$, and the ROS method at $\mathrm{CV}=0.80(-0.270)$ and $1.60(-0.487)$. The last two results were too low. For example, if the mean results replace the unknown values, then the KGE value would be - 0.41 (Knoben et al., 2019).

The RMSE values significantly increased after CV $=0.40$ in the HDL, LR2, and DL. ZDL methods provided unreliable estimates. However, the smallest RMSE values were observed in the ROS method at CV $=0.80(0.435 \mathrm{mg} / \mathrm{L})$ in the MLE method at $\mathrm{CV}=1.60(0.301 \mathrm{mg} / \mathrm{L})$, while the substitution methods had the smallest values in the LR2 method at $\mathrm{CV}=$ $0.10(0.163 \mathrm{mg} / \mathrm{L})$ and $0.25(0.157 \mathrm{mg} / \mathrm{L})$, and the HDL method at $\mathrm{CV}=0.40(0.197 \mathrm{mg} / \mathrm{L})$.

In summary, the LR2 method had the best performance at $\mathrm{CV}=0.25$, the HDL method had the best performance at $\mathrm{CV}=0.40$, and the ROS method had the best performance at $C V=0.80$, as these methods demonstrated the best performance according to all four metrics. The recommendation to use the LR2 method at CV $=0.10$ is based on its higher KGE value (0.498) compared to the KGE value for the ROS method (-1.029) and similar performance in the other three indicators. At CV $=$ 1.60, the ROS method returned the best results in three metrics and the second-best RMSE value.

The results were satisfactory up to $\mathrm{CV}=0.40$, with MPE and MAPE values below 0.20, RMSE $<0.200 \mathrm{mg} / \mathrm{L}$, and KGE $>$ 0.440. No method is recommended for higher asymmetries, as the absolute errors exceeded $59 \%$, RMSE $>0.300 \mathrm{mg} / \mathrm{L}$, and KGE $<-0.250$.

## Best methods for estimating statistics

Table 6 presents the best methods for estimating means, standard deviations, coefficients of variations, and medians based on comparing the results obtained using the described metrics. The choice depends on the censoring percentage, the estimated variable, and the asymmetry that generated the synthetic series.

Three techniques stood out due to their mean values (HDL, ROS, and LR2 methods). The semiparametric method was more frequent and appeared mainly in higher asymmetries (CV = 0.8 and 1.6), similar to the finding in Shunway et al. (2002). The semiparametric method also appeared in low censoring percentages (up to $50 \%$ ) in lower asymmetries. The LR2 method appeared mainly in low asymmetries ( $\mathrm{CV}=0.10,0.25$, and 0.40 ), and the HDL method appeared at high censoring percentages associated with medium asymmetry ( $\mathrm{CV}=0.25,0.40$ ), and at lower percentages for $\mathrm{CV}=1.60$.

We recommended four methods for estimating standard deviations: the ZDL, HDL, ROS, and LR2 methods. The robust technique was more frequently recommended, indicating its adequacy for smaller asymmetries ( $\mathrm{CV}=0.10,0.20$, and 0.40 ) at lower censoring percentages and higher asymmetries ( $\mathrm{CV}=$ 0.80 and 1.60 ) at up to $80 \%$ of undetected values. For censoring percentages above $60 \%$, substitution methods may be better than the ROS method. It is essential to mention that there are shallow errors in estimating standard deviations at $\mathrm{CV}=0.80$ and 1.60 , even at high censoring percentages.

Another important observation concerns the series generated with $\mathrm{CV}=0.40$, where the HDL method is recommended from $40 \%$ to $70 \%$. This choice was made mainly because the ROS

Table 6. Best methods for estimating statistics.

| CV | Variables | Censoring percentage |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 |
| 0.1 | Mean | ROS | ROS | ROS | ROS | ROS | LR2 | LR2 | LR2 | LR2 |
|  | SD | ROS | ROS | ROS | ROS | ROS | ROS | LR2 | LR2 | HDL |
|  | CV | ROS | ROS | ROS | Ros | ROS | ROS | LR2 | LR2 | LR2 |
|  | Median | -- | -- | -- | -- | -- | DL | DL | ROS | LR2 |
| 0.25 | Mean | ROS | ROS | LR2 | LR2 | LR2 | LR2 | HDL | HDL | HDL |
|  | SD | LR2 ROS | LR2 ROS | LR2 | LR2 | LR2 | HDL ROS | HDL | HDL | HDL |
|  | CV | ROS | LR2 | LR2 | LR2 | LR2 | LR2 | HDL | HDL | HDL |
|  | Median | -- | -- | -- | -- | -- | DL | LR2 | LR2 | HDL |
| 0.4 | Mean | LR2 | LR2 | LR2 | Ros | HDL | HDL | HDL | HDL | HDL |
|  | SD | ROS | ROS | ROS | HDL | HDL | HDL | HDL | ROS | ZDL |
|  |  | LR2 | LR2 | LR2 |  |  |  |  |  |  |
|  | CV | LR2 | LR2 | LR2 | LR2 | HDL | HDL | HDL | HDL | HDL |
|  | Median | -- | -- | -- | -- | -- | LR2 | LR2 | HDL | HDL |
| 0.8 | Mean | HDL | HDL | HDL | HDL | HDL | ROS | ROS | ROS | ROS |
|  | SD | HDL | HDL | HDL | HDL | ROS | ROS | ROS | ROS | ZDL |
|  |  | ROS | ROS | ROS | ROS |  |  |  |  |  |
|  | CV | LR2 | HDL | HDL | HDL | HDL | HDL | ROS | Ros | ROS |
|  | Median | -- | -- | -- | -- | -- | LR2 | HDL | ROS | ROS |
| 1.6 | Mean | HDL ROS | HDL | HDL ROS | HDL | ROS | ROS | ROS | ROS | ROS |
|  |  |  | ROS |  | ROS |  |  |  |  |  |
|  | SD | ROS | ROS | ROS | ROS | ROS | ROS | ROS | ROS | ZDL |
|  | CV | HDL | HDL | ROS | ROS | ROS | ROS | ROS | ROS | ROS |
|  | Median | -- | -- | -- | -- | -- | LR2 | HDL | HDL | ROS |

method had an RMSE value that was at least $40 \%$ higher than that in the HDL method. George et al. (2021) simulated series with $\mathrm{CV}=0.50$ and censoring percentage $=50 \%$ and found better results for estimating standard deviations using the ROS method, possibly due to the CV difference and the use of bias instead of other performance metrics. Tekindal et al. (2017) simulated series with $\mathrm{CV}=0.473$ and censoring percentage $=25 \%$ and found a bias that was $50 \%$ higher than in the LR2 method, similar to the findings in the present research. However, their paper recommends both techniques for $\mathrm{CV}=0.40$ and censoring percentages up to $30 \%$ based on the MAPE results (LR2: $1.22 \%>$ ROS: 1.82\%), KGE values (LR2 ~ ROS), and other excellent metric values.

The recommended methods for estimating coefficients of variation include the HDL, ROS, and LR2 methods with almost the same frequency. The LR2 method was recommended at high censoring percentages associated with slight skewness and up to $50 \%$ non-detectable values and intermediate CVs $(0.25,0.40$, and 0.80 ). The HDL method was suggested in high censorship and/or asymmetry scenarios, while the LR2 was the best method. The semiparametric technique was recommended at the ends of the table ( $\mathrm{CV}=0.10$ and percentages up to $60 \%$ ) and in higher asymmetries at specific censoring percentages.

To estimate medians, the DL method was chosen for small percentages and levels of asymmetry, where there is a smaller density of lower values. The substitution methods are distributed in this table using this logic. The LR2 method is associated with higher percentages and/or more asymmetric series than is the DL method, and the HDL method is related to higher percentages and/ or more asymmetric series than is the LR2 method. Tekindal et al. (2017) obtained the best results using the LR2 method (bias ~ $40 \%$ ) at $65 \%$ censoring in series generated with CV $=0.473$ and bias $\sim 45 \%$ to estimate medians. These observations are in line with Table 6 and, made using four different metrics.

Antweiller \& Taylor (2008) analyzed the median values of series with more than $70 \%$ censored data and obtained poor estimates. Among the methods examined in that study, the use of the ROS method yielded relatively better results (MPE $=-49.5 \%$ and MAPE $=63.3 \%$ ). In the current research, the performance of the ROS method was superior, possibly due to the authors of the above study using monitored series without verifying their adherence to the probability distribution.

The summary presented in Table 6 should not be used indiscriminately. This study is restricted to monitored series, which fits the log-normal (2P) distribution with a CV ranging from 0.10 to 1.60.

## CONCLUSIONS

From the results of the simulations, the below conclusions can be drawn:
i) The use of four metrics to select the best estimation method was appropriate, as they complement each other. In certain situations, when the results do not converge, it is important to compare them to draw more accurate conclusions;
ii) The use of the coefficients of variation of environmental series that fit a $\log$-normal distribution was essential to
appropriately select the best technique for estimating statistics;
iii) The semiparametric technique produced significant differences in MPE and MAPE values, indicating the presence of bias with varying signs, and if bias alone was used to select the best method for estimating variables, then choosing the ROS method would lead to an incorrect forecast;
iv) Substitution by the DL/2, by DL/20.5 and ROS methods was the most appropriate techniques for estimating the variables described, emphasizing the ROS method when estimating parametric variables and the substitution by DL/20.5 method for medians.
v) The recommended techniques for estimating the coefficient of variation differed from those most suitable for forecasting means and standard deviations, especially in highly skewed series and therefore, this statistic must be studied separately and incorporated into stochastic simulation studies for censored data treatment;
vi) It is possible to estimate the statistical summaries of interest with moderate errors, even at high censoring percentages $(80 \%)$, except for the median in synthetic series generated with a coefficient of variation at $\mathrm{CV}=0.80$;
vii) Despite the limitations reported in the literature regarding imputation methods, such as their recommended use for small percentages of censoring and the lack of scientific basis, these techniques have provided more accurate estimates in several studied scenarios, even at high percentages of censoring;
vii) The number of elements in the synthetic series did not significantly influence the quality of the results, unlike the censoring percentage.
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