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HIGHLIGHTS

- The input GHI variable increased the prediction accuracy of the ANN models in 10%.
- The meteorological variables do not influence the prediction errors statistically.
- ANNs with 10 neurons demonstrated lower accuracy than those with 30 and 60 neurons.
- ANNs with one hidden layer showed similar or higher accuracy than those with two layers.

Abstract: The growth in the use of solar energy has encouraged the development of techniques for short-term prediction of solar photovoltaic energy generation (PSPEG). Machine learning with Artificial Neural Networks (ANNs) is the most widely used technique to solve this problem. However, comparative studies of these networks with distinct structural configurations, input parameters and prediction horizon, have not been observed in the literature. In this context, the aim of this study is to evaluate the prediction accuracy of the Global Horizontal Irradiance (GHI), which is often used in the PSPEG, generated by ANN models with different construction structures, sets of input meteorological variables and in three short-term prediction horizons, considering a unique database. The analyses were performed with controlled environment and experimental configuration. The results suggest that ANNs using the input GHI variable provide better accuracy (approximately 10%), and their absence increases error variability. No significant difference (p>0.05) was identified in the prediction error models trained with distinct meteorological input data sets. The prediction errors were similar for the same ANN model in the different prediction horizons, and ANNs with 30 and 60 neurons with one hidden layer demonstrated similar or higher accuracy than those with two hidden layers.
INTRODUCTION

The increase in electricity consumption can be supplied by the diversification of the energy matrix with alternative renewable sources. Investments in this strategy are occurring recently in Brazil, with solar photovoltaic and wind energy, contributing to energetic sustainability through the process of decarbonisation of electricity sector in Brazil [1]. In 2019, renewable energies represented 85% of Brazilian energy matrix [2]. Of this number, 62.7% comes from hydroelectric power plants, 9.4% from wind power plants, and 1.8% from solar photovoltaic power plants, which currently presents the largest growth in the country with 3 GW (GigaWatts) in 2020 [3].

In this scenario, it is important to study techniques for power generation prediction because, like other renewable energy sources, the photovoltaic solar energy generation has non-controllable features related to weather conditions, movements, height and thickness of clouds, temperature, intensity and duration of solar irradiance, air humidity, and others [4]. These features may cause intermittencies in the electric power generation process and increase the instability and insecurity of the energy grid [5, 6]. Therefore, the prediction of these intermittencies in the photovoltaic systems allows to optimize the control and dispatch of energy resources, and consequently mitigate the variation of the power injected into the electrical system [7, 8].

Several studies about the prediction of solar photovoltaic energy generation (PSPEG) have been published in the last decade [9] in technologically developed countries. However, due to recent investments in the use of these technologies in Latin America, little literature research is observed [10]. In general, the main classes of methods applied in the PSPEG are (i) statistical-time series, (ii) physical methods and (iii) ensemble methods [11]. Nowadays, approaches based on Machine Learning (ML) and Artificial Intelligence (AI) [12] are the most commonly studied due to their ability to solve complex problems with non-linear data structures. [13, 14]. In this context, the most applied method in the PSPEG are Artificial Neural Networks (ANN’s) [10] and, more recently Deep Learning models [15].

Scientific studies in the literature generally apply ANN models in predictions to measure and compare the error accuracy with other studies. In these studies, several characteristics may be considered, such as the different types of input and output information, network structures, and prediction horizons [16]. However, such studies usually analyze the prediction errors considering these characteristics individually, or with different experimental configuration and different databases.

In this scenario, the aim of this study is to evaluate the prediction accuracy of the Global Horizontal Irradiance (GHI) in the PSPEG context. In order to reach this goal, a controlled experimental environment was used for the conjoint analysis of different features related to ANN models, two sets of the input variables, different structures, and short-term prediction horizon. The experimental evaluation was conducted in a controlled environment in which a unique dataset of training, validation and test was adopted, providing a homogeneous experimental configuration for all evaluated ANN models. In this way, the relationship between ANN features and models configurations was statistically compared.

Theoretical Background and Related Works

The importance of the PSPEG is evidenced by the increase in the number of publications in the last decade [17] and, there is no literature consensus on the classification of prediction models. Therefore, in this research context, it is important to know the main concepts about the PSPEG research area [18]:

- Prediction Horizon: it refers to the amount of time, starting from a time \( t \) in which the predictions are performed. This information is relevant for the selection of input data and the techniques employed in the prediction models [16]. However, there is no scientific consensus about the definition and nomenclature of these prediction horizons. For this study, following classification was considered: short-term (seconds to 60 minutes), medium-term (one to 24 hours), and long-term (one day to weeks ahead) [18].

- Endogenous and Exogenous Data: it refers to the source of the input data for the prediction models. Prediction models with endogenous come from present or historical time series (TS), while exogenous data are derived from local or remote measurements, which include total sky images, cloud and wind data, temperature, humidity, solar irradiance, and others [16].

- Classes of the Prediction Models: it refers to the two prediction approaches commonly applied. Direct Prediction provides directly the solar power energy generated in kilowatts (kW); and the Indirect Prediction first predicts the solar irradiation in Watts/meter\(^2\) (W/m\(^2\)), and uses the results to calculate the potential solar
power energy generation (kW) [16]. The most commonly used solar irradiance in the PSPEG is the Global Horizontal Irradiance [16], adopted in this study.

- **Prediction Methods**: refers to the several techniques and algorithms applied in the PSPEG field. Two scientific reviews of these methods are detailed in [11, 19], and the accuracy of these methods varies depending on the prediction horizon.

Historically, the most widely used approach in the PSPEG is the Machine Learning [13, 14, 20] with ANN models [21–25]. The most cited researches in the literature, considering the citations number’s in Google Scholar in February 8th, 2021, are the ANN's proposed in [21] and [22] for solar irradiance prediction over the 24-hour horizon. These studies were conducted in different locations with distinct meteorological data and ANN structures. In [21] it was found that the correlation coefficient (r) ranged from 98–99% for sunny days and 94–96% for cloudy days, while in [22] the r coefficient varied between 96% and 99% for cloudy days, and from 48–81% for rainy days. Another proposed study with ANN's for hourly predictions and up to six days ahead reported errors above 15% on same-day predictions, decreasing accuracy with increasing horizon [23].

The paper described in [24] specifically analyzed different ANN Multilayer Perceptron (MLP) structures in horizons of four or more days, finding that the ANN's structures should be defined according to the data and the prediction horizon. Finally, a study proposing a re-prediction approach based on ANN optimization to increase the accuracy of three prediction models was reported in [25], improving the accuracy for short-term predictions for 5, 10, and 15 minutes.

Based on literature reviews [7,10,18] and previously cited researches, it was found that all works use different data sets from distinct geographic locations, and generally aim at proposing and analyzing ANN structures, or their optimization, to improve the accuracy for different horizons of short-term, medium-term, or long-term predictions. However, no accurate comparisons of ANN's models considering conjoint analysis of different features as input information, short-term prediction horizons and, ANN structures in the same homogeneous and controlled experimental environment. In this context, this study seeks to develop, evaluate and statistically compare a set of ANN models using a single database [26], considering the use of different input meteorological information and short-term prediction horizons.

**MATERIALS AND METHODS**

In order to understand the machine learning process with an ANN, it is necessary to understand how it works. An ANN works similarly to the neurons of the human brain, capable of solving approximation, prediction, classification, standardization, and optimization problems [12]. Figure 1 schematically presents (a) an artificial neuron, where \( x_1, x_2, \ldots, x_n \) correspond to the inputs. For each input \( x_i \) there is a weight \( w \) corresponding to the sum of the inputs \( x_i \) which is pondered by the weights \( w_i \), and the linear output \( u \), where \( u = \sum w_i x_i \). The activation output \( y \) of the neuron is obtained by applying of a function \( f \) to the linear output \( u \), denoted by \( y = f(u) \). The function \( f \) is known as the activation function and can assume several nonlinear forms [27]. In this study, ANN's of type Multilayer Perceptron (MLP) with the activation function RELu and the Backpropagation training algorithm [12] were employed.

![Figure 1](image-url)

**Figure 1.** Schematic representation of (a) an artificial neuron and (b) an Artificial Neural Network. Adapted from [27].

Figure 1 (b) represents a simple ANN with structure (5×4×2) that has five inputs \( (x_1, x_2, \ldots, x_5) \), four neurons and a hidden layer, and two outputs \( (y_1, y_2) \). Therefore, an ANN is formed by several processor elements that execute simple functions and together, have the ability to solve complex problems due to their intrinsic computational ability to learn and generalize [27].
In the PSPEG context, ANN models receive, as input, real databases with meteorological information and provide as prediction result the solar irradiance (Indirect Prediction) or generated solar energy (Direct Prediction). ANNs models make static predictions, that is, the next predicted value is estimated by model based on the previous real input value, considering the selected horizon prediction. A variety of the meteorological variables can be applied to the models, such as wind and cloud speed and direction, temperature, humidity, solar irradiance, atmospheric pressure, and others. In this study were employed the most used input and output variables studied in the PSPEG literature [18]. An analysis of the correlation of some these variables with solar irradiance is reported in [7].

Data Description

This study was conducted from the database [26] composed of endogenous and exogenous data relative to meteorological information, solar irradiance, and images. This real and standardized information was collected over the full three-year period (2014–2016), with quality controlled and samples stored in the 1-minute time horizon. Table 1 presents the input variables used in this study and originated in Folsom City, California (United States of America) [26].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Variable Description</th>
<th>Type</th>
<th>Horizon Prediction</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>air_temp</td>
<td>Air temperature</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>relhum</td>
<td>Relative humidity</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>press</td>
<td>Atmospheric pressure</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>windsp,</td>
<td>Wind speed, Maximum wind speed,</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>max_windsp</td>
<td>Wind direction</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>winddir</td>
<td>Month, hour, minute</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>precipitation</td>
<td>Precipitation (rain)</td>
<td>Input</td>
<td></td>
<td></td>
</tr>
<tr>
<td>solar_irradiation</td>
<td>Global Horizontal Irradiance</td>
<td>Input/Output</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The solar irradiance and meteorological information data from [26] includes 1,290,342 available samples. These data were pre-processed for the short-term prediction horizons of 1, 15, and 60 minutes, and the number of samples, test and training for each prediction horizon are described in Table 1.

Tools and Technologies

Several computational tools implement ANNs. In this work, we used the Python programming language [28] and Keras [29], an open-source library which provide programming packages for ANNs that facilitate the manipulation of training, testing, and analysis of the models.

The development and execution of ANN's models, including the training and testing steps were conducted in the collaborative open-source programming environment Google Colab [30]. A virtual machine and with the Nvidia K80s Graphics Processing Unit with 12 GB memory, were used. The code and results were combined in documents called notebooks and are available in the supplementary materials.

Experimental Configuration and Execution

ANNs are supervised learning algorithms that require previous iterative training to obtain the optimal weights and biases according to the model and data used [12]. In this sense, Figure 2 displays the components, flow and experimental execution steps designed for this study. Initially, the input variables (1), the temporal resolution horizons of the predictions (2), and the models structure in layer and neuron (3) were defined. After that, the database [26] is preprocessed and the models are implemented (4), and the models are trained with data from 2014 and 2015 (5) and, then, tested with data from the year 2016 (6). In this study, all ANN models used the RELu activation function and the Backpropagation training algorithm [12], with up to 1000 training epochs. Finally, the errors of synthetically generated models were statistically analyzed (7) and the results are discussed (8).
The prediction accuracy of ANN models can be evaluated with different statistical measures in the PSPEG. This study provides and applied the following statistical measures to compare the developed ANN models: Coefficient of Determination ($R^2$), Mean Absolute Percentage Error (MAPE), and Root Mean Square Error (RMSE), detailed in equations (1), (2), and (3), respectively.

$$R^2 = 1 - \frac{\sum_{i=1}^{N}(p_i - o_i)^2}{\sum_{i=1}^{N}(p_i - o_i)}$$  \hspace{1cm} (1)

$$MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{p_i - o_i}{o_i} \right|$$  \hspace{1cm} (2)

$$RMSE = \left[ \frac{1}{M} \sum_{i=1}^{N} (p_i - o_i)^2 \right]^{1/2}$$  \hspace{1cm} (3)

In these measures, $N$ represents the number of data points in the distribution, $M$ refers to the mean of the observed distribution, $p_i$ to the $i_{th}$ predicted point and, $o_i$ represents the $o_{th}$ observed point [31]. Comparisons of accuracy of models with different sample sizes was performed by normalizing the RMSE metric with reference to the mean $\mu = \frac{1}{M} \sum_{i=1}^{N} o_i$ of the observed data, where $nRMSE = RMSE/\mu$ [18].

Table 2 summarize the experimental settings and information related to accuracy from all ANN models utilized in this study. The experiments were performed for scenarios A and B that differ only by the absence (scenario A) and presence (scenario B) of the GHI input variable. Each scenario has two ANN sets with input variables (Input Sets). The first set is broader and used all seven available meteorological variables (Complete Input Set), while the second set (Reduced Input Set) is less extensive and contains the three more common meteorological variables. In this study three short-term prediction horizons (1, 15 and 60 minutes) were defined and evaluated for the output variable Global Horizon Irradiance (GHI).

According to Table 2, a total of 24 ANN models with distinct structures of one and two hidden layers were defined, developed, and analyzed. As a structure example, the ANN (10×15×15×1) has 10 neurons in the input layer, two hidden layers with 15 neurons each, and one neuron in output layer. For all models, the same preprocessed dataset [26] was applied in the training (years 2014 and 2015) and testing (year 2016) steps.

The experimental configuration, described in Table 2, was designed to allow different conjoint analysis between (i) the use of the input variable GHI (Scenarios A and B) (ii) input variable sets (Input Sets), (iii) short-term prediction horizons (1, 15 and 60 minutes) and, (iv) ANN structures (layers and neuron numbers). In this context, the next section presents the experiment results and respective analysis and discussions.
RESULTS AND DISCUSSION

The experimental analysis was conducted with 24 different ANN structures, three prediction horizons, and two sets of input variables in each scenario (A and B) (Table 1). The propose methodological design of the experimental configuration and database employed allowed defining a controlled and homogeneous environment and, to evaluate and compare the distributions of prediction errors (accuracy) of the synthetic models. In the Google Colab environment, the training average and testing time for each ANN model varied from two to five hours depending on the prediction horizon, structure, and ANN inputs. The experiments result in scenarios A and B are exhibited and discussed in the next section.

Statistical Measures of the Prediction Errors

The experiments were run from the steps in Figure 2 and settings in Table 2. The results regarding the prediction errors (accuracy) of all ANN models are shown in Table 3 for scenarios A and B. These scenarios refer to the absence and presence of the input variable GHI, respectively. In each scenario the values of the prediction errors distribution are presented by model and configuration of Input Sets, ANN Structure, and Prediction Horizon. Four statistical metrics are used ($RMSE$, $nRMSE$, $MAPE$ and $R^2$) to represent the errors and facilitate a more complete analysis and understanding of the characteristics of the error distributions, and allow results comparison with other future studies. The $R^2$ metric expresses the fit of the predicted model data to the original data, and the closer to 1, the smaller error and the higher accuracy of the predicted model. The $RMSE$ (or $nRMSE$) is the most widely used metric because it is sensitive to the variability of large individual errors. Finally, the $MAPE$ metric quantifies the overall prediction error based on mean percentage error [31].

For each model and Input Sets configuration, ANN Structure and Prediction Horizon, the mean ($m$) and standard deviation ($sd$) values of all metrics are presented in the Table 3. The results indicate that scenario A models generally have lower accuracy predictions ($RMSE$, $nRMSE$ and $MAPE$) in comparison to scenario B. Furthermore, the mean coefficient of determination ($R^2$), which indicates how close the test and predicted data are to one [31], is generally 10% lower in scenario A. In addition, the variability in model errors in scenario A is higher than in scenario B, demonstrating that the presence of the GHI input led to more stable predictions in the evaluated models.
The results in Table 3 demonstrate that, in general, the models group in scenario A with Reduced Input Set produces predictions with highest mean error and lowest mean $R^2$ values. In Scenario B this result was not observed. Therefore, in scenario A, the use of more meteorological information produced more accurate predictions.

Table 3. Statistical metrics of the prediction errors distributions for all ANN models.

<table>
<thead>
<tr>
<th>Model's Accuracy in Scenario A (Without GHI)</th>
<th>Model's Accuracy in Scenario B (With GHI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ANN Structure</strong></td>
<td><strong>ANN Structure</strong></td>
</tr>
<tr>
<td><strong>Prediction Horizon</strong></td>
<td><strong>Prediction Horizon</strong></td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td><strong>RMSE</strong></td>
</tr>
<tr>
<td><strong>rRMSE</strong></td>
<td><strong>rRMSE</strong></td>
</tr>
<tr>
<td><strong>MAPE</strong></td>
<td><strong>MAPE</strong></td>
</tr>
<tr>
<td><strong>R^2</strong></td>
<td><strong>R^2</strong></td>
</tr>
<tr>
<td><strong>Mean (m)</strong></td>
<td><strong>Mean (m)</strong></td>
</tr>
<tr>
<td><strong>Std. Dev. (sd)</strong></td>
<td><strong>Std. Dev. (sd)</strong></td>
</tr>
<tr>
<td><strong>ANN Structure</strong></td>
<td><strong>ANN Structure</strong></td>
</tr>
<tr>
<td><strong>Prediction Horizon</strong></td>
<td><strong>Prediction Horizon</strong></td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td><strong>RMSE</strong></td>
</tr>
<tr>
<td><strong>rRMSE</strong></td>
<td><strong>rRMSE</strong></td>
</tr>
<tr>
<td><strong>MAPE</strong></td>
<td><strong>MAPE</strong></td>
</tr>
<tr>
<td><strong>R^2</strong></td>
<td><strong>R^2</strong></td>
</tr>
<tr>
<td><strong>Mean (m)</strong></td>
<td><strong>Mean (m)</strong></td>
</tr>
<tr>
<td><strong>Std. Dev. (sd)</strong></td>
<td><strong>Std. Dev. (sd)</strong></td>
</tr>
</tbody>
</table>

Asterisks values are considered the best accuracy results for each statistical metric.

\[\text{ANOVA and t-tests, 2021 www.scielo.br/babt}\]
Analysis and Discussion

This section presents the statistical analyses and comparisons of the prediction errors for all the models in Table 3. Although information from four error metrics is provided, the analyses were primarily based on two main metrics: the $RMSE$ which is the most widely employed in the literature as it is sensitive to large individual errors and captures the variability of the distributions [18,31], and the $R^2$ which estimates the quality and accuracy of the model fit relative to the original data, i.e., if a $R^2$ is closer to 1, better accuracy and quality of the predicted model [31]. The analysis and discussion results in the next sections are focused on the use of the input variable GHI, the input variable sets, the prediction horizons, and the ANN structures.

The use of GHI Input Variable (Scenarios A and B)

In [7] it was reported that solar PV has a 98% of correlation coefficient with solar irradiance. The fast variation of solar irradiance, called solar ramp, is an important characteristic in the solar photovoltaic generation. The intermittency at a point due to a passing cloud can exceed 60% of the peak of solar irradiance in seconds. Thus, the solar irradiance and energy generation may fluctuate with high amplitude at different time scale [18]. This study aims to evaluate the influence of the GHI irradiance in relation to prediction accuracy of the different ANN structures and input set configurations (Reduced Input Set and Complete Input Set). Figure 3 show the coefficient of determination ($R^2$) of the prediction errors considering the similar ANN models in scenarios A and B. It can be observed that the models in scenario B (with GHI) exhibit, in all comparisons, better accuracy rates than scenario A models (without GHI).

The Input Variables Sets

Analysis of the input variable sets was performed to evaluate their relevance with ANNs in the context of the PSPEG. In scenario A, although the Complete Input Set models show slightly lower prediction errors ($R^2$) when compared to the Reduced Input Set models, the statistical comparison of errors ($RMSE$) in Table 4

![Figure 3](image-url)
indicates that the observed statistically difference is not significant (95%) within the same scenario (A or B, with \( p > 0.05 \)). This result was obtained by applying the analysis of variance ANOVA statistical test [32] to compare all models together and, Tukey-Kramer post-test to compare the statistical difference of the models pairs [33]. Therefore, in this study context, a particular ANN model and configuration did not have its prediction capacity affected by using the Complete Input Set or the Reduced Input Set.

On the other hand, the presence of the input GHI variable promotes a statistically significant and increase the prediction accuracy of ANNs models (Figure 3 and Table 4). This demonstrates that ANN models capture better the variability of GHI irradiance when this information is present in training and performing of the models.

### Table 4. RMSE errors comparisons between models with Reduced Input Set and Complete Input Set.

<table>
<thead>
<tr>
<th>Comparisons</th>
<th>( p )-value</th>
<th>Meaning (statistical difference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario A/ Complete Input Set × Scenario A/ Reduced Input Set</td>
<td>( p &gt; 0.05 )</td>
<td>Not significant</td>
</tr>
<tr>
<td>Scenario A/ Complete Input Set × Scenario B/ Complete Input Set</td>
<td>( p &lt; 0.001 )</td>
<td>Significant</td>
</tr>
<tr>
<td>Scenario A/ Complete Input Set × Scenario B/ Reduced Input Set</td>
<td>( p &lt; 0.001 )</td>
<td>Significant</td>
</tr>
<tr>
<td>Scenario A/ Reduced Input Set × Scenario B/ Complete Input Set</td>
<td>( p &lt; 0.001 )</td>
<td>Significant</td>
</tr>
<tr>
<td>Scenario A/ Reduced Input Set × Scenario B/ Reduced Input Set</td>
<td>( p &lt; 0.001 )</td>
<td>Significant</td>
</tr>
<tr>
<td>Scenario B/ Complete Input Set × Scenario B/ Reduced Input Set</td>
<td>( p &gt; 0.05 )</td>
<td>Not significant</td>
</tr>
</tbody>
</table>

### The Forecasting Horizons

As reported, no significant difference was identified in the ANN models using the Complete Input Set or Reduced Input Set. Thus, the analysis of the three short-term prediction horizons (1, 15 and 60 minutes) was performed individually for each scenario (A and B) and the errors of all models were considered for each horizon analyzed. Figure 4 shows the mean coefficient of determination (\( R^2 \)) and the standard deviation for each prediction horizon.

**Figure 4.** Mean and standard deviation of prediction errors (\( R^2 \)) for the evaluated horizons.

The results revealed that scenario A models have, in general, a slight decrease in accuracy when there is an increase in the prediction horizon, as well as a greater predictions variability in all horizons. On the other hand, in scenario B the mean precision value remained constant in all three horizons; therefore, it can be inferred that the prediction horizon had little influence on the precision for all models evaluated. Furthermore, it is observed in Figure 4 that the models of scenario A present lower precision indexes in comparison to scenario B, demonstrating again the influence of the input GHI variable.

### ANN Models and Structures

The structure of an ANN can be evaluated by the number of neurons and hidden layers. The experiments were performed with one- and two-layer networks that totalize models with 10, 30, and 60 neurons in the hidden layer(s). Figure 5(a) presents the mean and standard deviation of the prediction errors of the models grouped by the number of layers in each scenario. Models with a single hidden layer in both scenarios, show higher mean accuracy than models with two layers, considering ANN’s with the same amount of neurons.
Consequently, it can be inferred that networks with a single hidden layer are able to capture and predict data variability equal or better than ANN's with two hidden layers (approximately 3%).

Figure 5(b) shows the mean prediction error for all ANNs with the total amount of 10, 30, and 60 neurons in the hidden layer(s), independently of the amount. This analysis seeks to evaluate whether the total amount of neurons in the hidden layer(s) of each ANN affected the prediction accuracy. In scenario A (without GHI) the increase in the number of neurons increased, more markedly, the mean accuracy of the models, demonstrated by the positive linear correlation [32] with $r = 0.75$. This positive correlation is less noticeable in scenario B, where $r = 0.84$ was obtained. In addition, the models with 10 neurons in the hidden layer(s) demonstrated lower accuracy indexes than the other ANN's, especially in scenario A (without GHI) in which the accuracy was 11% lower ($R^2 = 0.79$) than in the other models ($R^2 \geq 0.91$).

![Figure 5. Means of all the prediction errors ($R^2$) for (a) hidden layers and (b) total amount of neurons in each ANN.](image)

Based on the analysis of the results in Table 3 and Figure 5(a), the ANN models and configurations that showed higher prediction accuracy belong to scenario B, independent of the use of Reduced Input Set or Complete Input Set inputs (Table 4). Considering this, the GHI irradiance predictions of all ANN's in scenario B using Reduced Input Set are presented in Figure 6. The GHI values were normalized according to [34] and are presented for the 1, 15, and 30 minute horizons.

![Figure 6. Sample of predictions of the ANN models with one and two hidden layers.](image)
In Figure 6 the top graphics represent the models prediction with a single hidden layer, and the bottom graphics are networks with the same neurons numbers and two hidden layers. The exhibited period from May, 2 to May, 6, in 2016, was selected to demonstrate samples of the predictions on days of clear skies (2 and 3), slightly cloudy (4 and 5), and rainy (6). The points represent the synthetically generated predictions, and these points number is related to the horizon prediction. For example, the 1-minute horizon has a higher points amount than others. In addition, Table 5 summarizes the ANN structures with the best prediction performance ($R^2$) in scenarios A and B, for the sets of input variables and evaluated prediction horizons.

### Table 5. The best ANN structures in accuracy for all scenarios and experimental configurations.

<table>
<thead>
<tr>
<th>Input Set</th>
<th>Prediction Horizon</th>
<th>ANN Structure with Best Accuracy</th>
<th>$R^2$</th>
<th>Hidden Layer(s)</th>
<th>Total Amount of Neurons</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenario A</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>(Without GHI)</strong></td>
<td>1</td>
<td>$(6 \times 30 \times 30 \times 1)$</td>
<td>0.93</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$(6 \times 30 \times 30 \times 1)$</td>
<td>0.95</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>$(6 \times 30 \times 30 \times 1)$</td>
<td>0.92</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td><strong>Complete</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$(10 \times 30 \times 30 \times 1)$</td>
<td>0.96</td>
<td>2</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>$(10 \times 60 \times 1)$</td>
<td>0.94</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td><strong>Scenario B</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>(With GHI)</strong></td>
<td>1</td>
<td>$(7 \times 30 \times 1)$</td>
<td>0.99</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$(7 \times 60 \times 1)$</td>
<td>0.99</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>$(7 \times 30 \times 1)$</td>
<td>0.99</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td><strong>Complete</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>$(11 \times 60 \times 1)$</td>
<td>0.99</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>$(11 \times 60 \times 1)$</td>
<td>0.99</td>
<td>1</td>
<td>60</td>
</tr>
</tbody>
</table>

As observed, in scenario A (without GHI) the best results were obtained mainly through ANN's of two hidden layers and 60 neurons. In scenario B (with GHI), the models with one hidden layer displayed better results. Therefore, the use of the GHI input allowed improving prediction accuracy in models with a single hidden layer and 30 or 60 neurons.

### CONCLUSIONS

This study, ANN models applied to short-term prediction of solar photovoltaic energy generation were evaluated. The tools, environment, and methodology were designed to enable a controlled and homogeneous experimental configuration, and hence, provide adequate evaluation and comparison of the models prediction errors (accuracy). Furthermore, for reproducibility of this study, the scripts produced in Python language [35] and used data are available in <https://sites.google.com/site/joylan/supplementary-material>.

The present study evaluated ANN's models with the following characteristics: use of the input variable GHI (scenarios A and B), input variable sets (Complete Input Set and Reduced Input Set), prediction horizons (1, 15 and 60 minutes) and ANN's structures. Although ANN's models have been used in the PSPEG for at least a decade [10], the analysis of these four features, presented in this study, have not been identified in the literature. In this context, the main results in this study were based on the evaluated features and are described below:

A. The input GHI variable increased the prediction accuracy (approximately 10%) for all horizons, structures, and ANN input configurations (Table 3 and Figure 3). While this result was expected [7], this study provides additional information that quantifies the relevance and accuracy of ANN models with GHI;

B. Prediction errors measured between the Reduced Input Set and Complete Input Set groups do not indicate a significant difference between them (Table 4). Therefore, the use of more meteorological variables did not affect statistically the prediction accuracy in evaluated models. Possibly, the variables chosen for the Reduced Input Set are the most relevant for prediction the output GHI variable. This information is relevant in the prediction systems design, because there are additional costs in the acquisition of sensors to capture information and, with this study, it is possible to choose, or not, their use;
C. The ANN's models evaluation in three short-term prediction horizons showed that there is a small decrease in accuracy when the prediction horizon increases in scenario A, where the great variability of the predictions is also highlighted (Figure 4). In scenario B, the mean precision and variability remained practically constant over the horizons. Therefore, changing the prediction horizon had little influence on the accuracy of the ANNs evaluated. For others prediction horizons the ANN models should be trained with new data;

D. The ANN structures analysis with same neurons number, in both scenarios, showed that the models with a single layer have a slightly better accuracy rate (approximately 3%) than the models with two hidden layers. The single hidden layer networks were able to learn the variability of the data equal to or better than the two hidden layer models (Figure 5(a)). Regarding the amount of total neurons of the ANNs, models with 30 and 60 neurons showed better accuracy rates (approximately 11%) relative to models with 10 neurons, especially with the absence of the input GHI variable (Figure 5(b)). Furthermore, the most accurate ANN models feature two hidden layers for scenario A (without GHI) and one hidden layer in scenario B (with GHI) (Table 5).

This study did not aim to improve the ANN models accuracy, but, to evaluate them with different structures, input variable configurations, and prediction horizons, in order to contribute to future research in the context of the PSPEG. In addition, the standardized database was selected to perform experiments with controlled and quality data. Another example of the contribution of this study is that the fact that ANNs with one layer show performance equal or superior to networks with two hidden layers is important to contribute to future works in the PSPEG with ANNs, since a larger number of layers and neurons requires more data and, consequently, more training time for the models [36].

Finally, the results revealed that the GHI variable is essential to increase the accuracy of ANN models at the same time it decreases the error variability. The meteorological variables of the Complete Input Set did not provide significant improvement in accuracy for the models evaluated, and ANNs with 30 and 60 neurons in the hidden layer(s) showed better performance than the models with 10 neurons, which, possibly, were not able to capture the variability of the data because they constitute more simple evaluated ANN structures. For future research, we plan to apply and analyze Deep Learning models [15, 36] in short-term predictions.
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