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Abstract. In this paper, we consider a Cauchy problem for the Helmholtz equation at fixed

frequency, especially we give the optimal error bound for the ill-posed problem. Within the

framework of general regularization theory, we present some spectral regularization methods and

a modified Tikhonov regularization method to stabilize the problem. Moreover, Hölder-type sta-

bility error estimates are proved for these regularization methods. According to the regularization

theory, the error estimates are order optimal. Some numerical results are reported.
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1 Introduction

The Cauchy problem for Helmholtz equation arises from inverse scattering prob-

lems. Specific backgrounds can be seen in the existing literature, we can refer

to [1]-[6] etc. A number of numerical methods for stabilizing this problem are

developed. Several boundary element methods combined with iterative, conju-

gate gradient, Tikhonov regularization and singular value decomposition method

are compared in [6]. However, these numerical methods are short of stability

analysis and error analysis. Recently, in [5] many applications for a model of

Helmholtz equation are introduced, a Fourier regularization method [7] (also is

known as a method by cutting off high frequency directly) is applied for solving
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a Cauchy problem for Helmholtz equation, some error estimates are also ob-

tained. In [8], for sideways heat equation we connect the Fourier regularization

method with general regularization theory, we discover that Fourier regulariza-

tion method can be considered as the ‘generalized’ TSVD method [9]. Based on

some ideas of [8], in this paper, we use some spectral methods [10] to solve the

Cauchy problem. In addition, a revised Tikhonov regularization method is also

considered. Since the numerical implementation for our methods is similar to

the method provided by [5], we only give some numerical results.

This aim of this paper is to give some regularization methods within the

framework of general regularization theory, which are different from “Approxi-

mate solution of a Cauchy problem for the Helmholtz equation” by T. Reginska

and K. Reginski [5], where Fourier regularization method is only an ‘isolated’

method. Moreover, we find that for the Cauchy problem Fourier regularization

method is one of the considered spectral methods.

2 Model problem and optimal error bound

Let � = R2 × (0, d) ⊂ R3. The first two variable are denoted byr = (x, y).

In addition, there are two boundaries:00 = {(r, 0), r ∈ R2} ⊂ ∂�, 0 =

{(r, d), r ∈ R2} ⊂ ∂�. Let us consider the following problem for Helmholtz

equation
4u + k2u = 0 in �

u(r, d) = g(r ) r ∈ R2,

∂zu(r, d) = 0 r ∈ R2,

u(∙, z) ∈ L2(R2) z ∈ (0, d),

(2.1)

where4u = (∂2u)/(∂x2) + (∂2u)/(∂y2) + (∂2u)/(∂z2) and k > 0 is the

wavenumber(real constant). We want to obtain the solutionu(r, z) for 0 <

z < d. Since the datag(∙) are based on (physical) observations and are not

known with complete accuracy, we assume thatg(∙) andgδ(∙) satisfy

‖g(∙)− gδ(∙)‖ ≤ δ, (2.2)

whereg(∙) andgδ(∙) belong toL2(R2), gδ(∙) denotes the measured data andδ

denotes the noise level,‖ ∙ ‖ denotes theL2(R2)-norm.
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In order to use Fourier transform technique with respect to variabler ∈ R2,

we define the Fourier transform

û(ξ, z) :=
1

2π

∫

R2
e−i ξ ∙ρu(r, z)dr, ξ ∈ R2. (2.3)

The problem (2.1) can be reformulated in the frequency space as

ûzz(ξ, z) = (|ξ |2 − k2)û(ξ, z), ξ ∈ R2, z ∈ (0, d)

û(ξ, d) = ĝ(ξ), ξ ∈ R2,

∂zû(ξ, d) = 0, ξ ∈ R2.

(2.4)

If u is the solution of (2.1), then its Fourier transform̂u is the solution to

problem (2.4) and is given by

û(ξ, z) = cosh((d − z)
√

|ξ |2 − k2)ĝ(ξ), (2.5)

whereξ = (ξ1, ξ2), |ξ |2 = ξ2
1 + ξ2

2 .

From (2.5) and Parseval identity, we will see that ifĝ(ξ) decays rapidly at

|ξ | → ∞ in frequency domain, then the solution of problem (2.1) lies inL2(�).

If |ξ | ≤ k, then |ξ |2 − k2 < 0, cosh((d − z)
√

|ξ |2 − k2) = cos((d −

z)
√

k2 − |ξ |2). Thus, (2.5) becomes

û(ξ, z) = cos((d − z)
√

k2 − |ξ |2)ĝ(ξ). (2.6)

If |ξ | > k, then|ξ |2 − k2 > 0, it is easy to see that if

ûδ(ξ, z) = (ĝ(ξ)+ δ) cosh((d − z)
√

|ξ |2 − k2),

then

ûδ(ξ, z)− û(ξ, z) = δ cosh((d − z)
√

|ξ |2 − k2).

Obviously cosh((d − z)
√

|ξ |2 − k2) → ∞ as|ξ | → ∞, this factor can amplify

the errorδ arbitrarily.

In (2.5), settingz = 0, we have

û(ξ, 0) = cosh(d
√

|ξ |2 − k2)ĝ(ξ). (2.7)
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As usual, in order to obtain convergence rate, we assume that there exists an

a-priori bound for problem (2.1):

M =
{
u(r, z) | ‖u(∙, 0)‖L2(R2) ≤ E

}
, (2.8)

whereE is a given constant, throughout this paper, we use the same notationE.

Due to ill-posedness, problem (2.1) is unstable in numerical simulation and

requires regularization methods. What is the optimal error bound for solving

problem (2.1) by all regularization methods? In order to answer this question,

we review some results on optimality theory for ill-posed problems.

Consider an ill-posed inverse operator equation [9], [11], [12], [13]

Ax† = y (2.9)

whereA : X → Y is a bounded linear operator between infinite-dimensional

Hilbert spacesX andY. Letyδ ∈ Y be the available noisy data with‖yδ−y‖ ≤ δ.

Any operator< : Y → X can be seen as a special method for solving (2.9), the

approximate solution to (2.9) is then given by<yδ.

Let M ∈ X a bounded set. Define the worst case error according to

1(δ,<) := sup
{
‖<yδ − x†‖

∣
∣
∣ x† ∈ M, yδ ∈ Y, ‖Ax† − yδ‖ ≤ δ

}
. (2.10)

The worst case error characterizes the maximal error of the method< if the

solutionx† of (2.9) varies in the setM . A method<0 is called

(i) optimal on the setM if 1(δ,<0) = inf <:Y→X 1(δ,<);

(ii) order optimal on the setM if 1(δ,<0) ≤ c inf <:Y→X 1(δ,<) with c > 1.

Let the “source set”M be given by

Mϕ,E =
{

x† ∈ X
∣
∣
∣ x† =

[
ϕ(A∗ A)

]1/2
v, ‖v‖ ≤ E

}
, (2.11)

where the operator functionϕ(A∗ A) is well defined via spectral representation

ϕ(A∗ A) =
∫ a

0 ϕ(λ)d Eλ whereA∗ A =
∫ a

0 λd Eλ is the spectral decomposition

of A∗ A, {Eλ} denotes the spectral family of the operatorA∗ A anda is a constant

with ‖A∗ A‖ ≤ a. In addition,
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Assumption 2.1. The functionϕ : (0,a] → (0,∞) in (2.11) is continuous

and satisfies

(i) lim λ→0 ϕ(λ) = 0

(ii) ϕ(λ) is strong monotonically increasing on(0,a]

(iii) ρ(λ) = λϕ−1(λ) : (0, ϕ(a)] → (0,aϕ(a)] is convex.

Theorem 2.2. [12] Let M be given by(2.11), let Assumption2.1 be satisfied

and δ2/(E2) ∈ σ(A∗ Aϕ(A∗ A)) whereσ(A∗ A) denotes the spectrum of the

operatorA∗ A. Then

ω(δ, E) := inf
<
1(δ,<) = E

√

ρ−1

(
δ2

E2

)
. (2.12)

Based on Theorem 2.2, we can obtain the following results:

Theorem 2.3. Let δ2/E2 ≤ 1. Then under the assumption(2.8) we have the

following optimal error bound for problem(2.1)

ω(δ, E) = E1− z
d δ

z
d (1 + o(1)) for δ → 0. (2.13)

As for the proof of Theorem 2.3, we can refer to the Appendix.

Most regularization operators can be written in the form,

<α := gα(A
∗ A)A∗ (2.14)

with some functiongα satisfying

lim
α→0

gα(λ) =
1

λ
, (2.15)

whereα > 0 plays the role of regularization parameter. Then for the regulariza-

tion solution with noisy data, we havexδα := <αyδ. For example,

Spectral method 1.

gα(λ) =






1

λ
, λ ≥ α,

1

α
, λ < α.
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Spectral method 2.

gα(λ) =






1

λ
, λ ≥ α,

1
√
αλ
, λ < α.

Spectral method 3 (TSVD method).

gα(λ) =






1

λ
, λ ≥ α,

0, λ < α.

Tikhonov method.

gα(λ) =
1

α + λ
.

In general, the exact solutionx† ∈ X is required to satisfy a so-called source

condition, otherwise the convergence of the regularization method approximating

the problem can be arbitrarily slow. For problem (2.1), the condition (2.8) is

assumed for the above reason.

3 Error estimates on the Cauchy problem for the Helmholtz equation

In this section, we will analyze the error estimates by different regularization

methods.

By the similar method in [14], (2.1) can be formulated as an operator equation

in frequency domain

Â(z)û(ξ, z) = ĝ(ξ), (3.1)

obviously, the multiplication operator̂A(z) is given by

Â(z) =
1

cosh((d − z)
√

|ξ |2 − k2)
, (3.2)

and

Â∗(z) =
1

cosh((d − z)
√

|ξ |2 − k2)

, Â∗(z)Â(z) =
1

| cosh((d − z)
√

|ξ |2 − k2)|2
.
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Now we give a new interpretation for the Fourier regularization method pro-

vided by [5]. Applying the TSVD method for solving problem (2.1), we have

ûδα(ξ) =






cosh((d − z)
√

|ξ |2 − k2)ĝδ(ξ), 1

| cosh((d−z)
√

|ξ |2−k2)|2
≥ α,

0, 1

| cosh((d−z)
√

|ξ |2−k2)|2
< α.

(3.3)

The inequality
1

| cosh((d − z)
√

|ξ |2 − k2)|2
< α is equivalent to

| cosh((d − z)
√

|ξ |2 − k2)| >
1

√
α
. (3.4)

If |ξ | > k, the (3.4) is equivalent to

|ξ |2 > k2 +
[

1

d − z
arccosh

(
1

√
α

)]2

.

Obviously, regularization method (3.3) stabilize problem (2.1) by cutting off

high frequency.

If the spectral method 1 is devoted to solving problem (2.1), then we get

ûδα(ξ, z) =






cosh((d − z)
√

|ξ |2 − k2)ĝδ(ξ), 1

| cosh((d−z)
√

|ξ |2−k2)|2
≥ α,

1
α

1

cosh((d−z)
√

|ξ |2−k2)

ĝδ(ξ), 1

| cosh((d−z)
√

|ξ |2−k2)|2
< α.

(3.5)

Because the three spectral methods in Section 2 are very similar, we only give

the approximation properties of the first spectral method.

Theorem 3.1. Supposed thatu(ρ, z) is exact solution with exact datag and

that uδα(ρ, z) is approximate solution by spectral method 1 with noisy datagδ.

If we have an a-priori bound‖u(∙, 0)‖ ≤ E and the data functions satisfy

‖g − gδ‖ ≤ δ, and if we choose

√
α = 1/ cosh

(
d − z

d
arccosh

(
E

δ

))
, (3.6)

then we can obtain the following error estimate forδ → 0:

‖u(∙, z)− uδα(∙, z)‖ ≤ 3 ∙
(

1

2

) z
d

E1− z
d δ

z
d (1 + o(1)) → 0. (3.7)
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Proof. For the subsequent analysis, we define two sets:W := {ξ : |ξ | ≤ k}

and I := {ξ : |ξ | > k}. Due to Parseval identity, we have

‖u(∙, z)− uδα(∙, z)‖L2(R2) = ‖û(∙, z)− ûδα(∙, z)‖L2(R2).

According toR2 = W
⋃

I , there holds

‖û(∙, z)− ûδα(∙, z)‖L2(R2) ≤ ‖û(∙, z)− ûδα(∙, z)‖L2(I )

+ ‖û(∙, z)− ûδα(∙, z)‖L2(W).
(3.8)

Case I: |ξ |2 − k2 > 0, i.e., ξ ∈ I .

First define two sets

A =

{

ξ ∈ I |
1

| cosh((d − z)
√

|ξ |2 − k2)|2
≥ α

}

and

B =

{

ξ ∈ I |
1

| cosh((d − z)
√

|ξ |2 − k2)|2
< α

}

,

due to the inequality
√

a + b ≤
√

a +
√

b, for a, b ≥ 0, we have

‖û(∙, z)− ûδα(∙, z)‖L2(I ) =
( ∫

A

∣
∣ cosh((d − z)

√
|ξ |2 − k2)(ĝ − ĝδ)

∣
∣2dξ

+
∫

B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

ĝδ

− cosh((d − z)
√

|ξ |2 − k2)ĝ

∣
∣
∣
∣

2

dξ

)1/2

≤ I1 + I2,

(3.9)

where

I1 :=




∫

A

∣
∣ cosh((d − z)

√
|ξ |2 − k2)(ĝ − ĝδ)

∣
∣2dξ





1/2

;

I2 :=




∫

B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

ĝδ − cosh((d − z)
√

|ξ |2 − k2)ĝ

∣
∣
∣
∣

2

dξ





1/2

.
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For I1, by noting the definition of the setA, we obtain

I1 ≤ sup
A

| cosh((d − z)
√

|ξ |2 − k2)|




∫

A

|(ĝ − ĝδ)|2dξ





1/2

≤
1

√
α

× δ

(3.10)

For I2, according to the triangle inequality

‖a − c + c − b‖ ≤ ‖a − c‖ + ‖b − c‖

and the formula (2.7), we have

I2 ≤




∫

B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)
ĝδ −

1

α

1

cosh((d − z)
√

|ξ |2 − k2)
ĝ

∣
∣
∣
∣

2
dξ





1/2

+




∫

B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)
ĝ − cosh((d − z)

√
|ξ |2 − k2)ĝ

∣
∣
∣
∣

2
dξ





1/2

≤ sup
B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

∣
∣
∣
∣ ∙ δ

+




∫

B

∣
∣
∣
∣

(
1

α

1

cosh((d − z)
√

|ξ |2 − k2)
− cosh((d − z)

√
|ξ |2 − k2)

)
ĝ

∣
∣
∣
∣

2
dξ





1/2

≤ sup
B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

∣
∣
∣
∣ ∙ δ

+




∫

B

∣
∣
∣
∣

(
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

− cosh((d − z)
√

|ξ |2 − k2)

)
û(∙, 0)

cosh(d
√

|ξ |2 − k2)

∣
∣
∣
∣

2
dξ

)1/2

≤ I3 + I4,

(3.11)
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where

I3 := sup
B

∣
∣
∣
∣
1

α

1

cosh((d − z)
√

|ξ |2 − k2)

∣
∣
∣
∣ ∙ δ;

I4 := sup
B

∣
∣
∣
∣

[
1

α

1

cosh((d − z)
√

|ξ |2 − k2)
− cosh((d − z)

√
|ξ |2 − k2)

]

cosh(d
√

|ξ |2 − k2)

∣
∣
∣
∣

×




∫

B

|û(∙, 0)|2dξ





1/2

.

Noting that the setB is equivalent to
{
η | 1/ cosh((d − z)η) <

√
α
}
, where

η :=
√

|ξ |2 − k2, we have

I3 ≤
δ

√
α
. (3.12)

As for I4, via the formula (2.8), there holds

I4 ≤ sup
B

∣
∣
∣
∣

[
1 − α| cosh((d − z)

√
|ξ |2 − k2)|2

αcosh((d − z)
√

|ξ |2 − k2)

]

cosh(d
√

|ξ |2 − k2)

∣
∣
∣
∣ × E. (3.13)

It is easy to see that the elements in the setB satisfy

1 − α| cosh((d − z)
√

|ξ |2 − k2)|2 < 0.

So by neglecting the negative term− 1

αcosh((d−z)
√

|ξ |2−k2)

, we have

I4 < sup
B

[
α| cosh((d − z)

√
|ξ |2 − k2)|2

α|cosh((d − z)
√

|ξ |2 − k2)|

]
/

cosh(d
√

|ξ |2 − k2)× E

= sup
B

cosh((d − z)
√

|ξ |2 − k2)
/

cosh(d
√

|ξ |2 − k2)E.

(3.14)

On the one handf (η) := cosh((d − z)η)/ cosh(dη) is decreasing with respect

to η for 0< z< d, on the other hand, the setB is equivalent to
{
η | cosh((d − z)η) >

1
√
α

}
, or

{
η | η >

1

d − z
arccosh

(
1

√
α

)
=: η0

}
,
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hence

f (η) ≤ f (η0) =
1

√
α

/
[
cosh

(
d

d − z
arccosh

(
1

√
α

))]
. (3.15)

According to the selection (3.6) ofα, cosh
(

d
d−z arccosh

(
1√
α

))
= E/δ holds.

Thus

I4 ≤ f (η)E ≤
1√
α

(E/δ)
E =

δ
√
α
. (3.16)

Combination of (3.12) and (3.16) gives

I2 ≤ 2
δ

√
α
. (3.17)

Hence by (3.9) (3.10) and (3.17), we get

‖û(∙, z)− ûδα(∙, z)‖L2(I ) ≤ 3δ
/√

α = 3δ cosh

(
d − z

d
arccosh

(
E

δ

))
. (3.18)

According to the asymptotic expressionδ cosh
(
t arccoshE

δ

)
= Et

(
δ
2

)1−t
(1 +

o(1)), for δ → 0, 0< t < 1 in [14], we have

‖û(∙, z)− ûδα(∙, z)‖L2(I ) ≤ 3E1− z
d

(
δ

2

) z
d

(1 + o(1)), for δ → 0. (3.19)

Case II: |ξ |2 − k2 ≤ 0, i.e., ξ ∈ W.

In this case, we note that cosh((d − z)
√

|ξ |2 − k2) = cos((d − z)
√

k2 − |ξ |2).

It is easy to establish the following error estimate

‖û(∙, z)− ûδα(∙, z)‖L2(W) ≤ δ = o
(
E1−z/dδz/d

)
. (3.20)

Therefore, via (3.8), (3.19), (3.20), we get the error estimate (3.7). �

Remark 3.2. For the other two spectral methods, if the regularization param-

eterα is properly chosen, we can establish the error estimates similarly. We

formulate it as follows:

‖u(∙, z)− uδα(∙, z)‖ ≤ C E1− z
d δ

z
d (1 + o(1))+ δ, for δ → 0 , (3.21)
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whereC is a positive constant without depending onδ andE. From the theory

of Section 2, we can conclude that these three spectral regularization methods

are order optimal.

Now we will devote to the Tikhonov regularization method. According to

Section 2, similarly we have the following regularized solution in the frequency

domain:

ûδα, T ik(∙, z) =
cosh((d − z)

√
|ξ |2 − k2)

1 + α| cosh((d − z)
√

|ξ |2 − k2)|2
ĝδ. (3.22)

If the 1 + α| cosh((d − z)
√

|ξ |2 − k2)|2 is replaced by a faster filter 1+

α| cosh((d)
√

|ξ |2 − k2)|2, we have the revised Tikhonov approximate solution

[15, 16]

ûδα, RT ik(∙, z) =
cosh((d − z)

√
|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2
ĝδ. (3.23)

Lemma 3.3. Let0< z< d, |ξ | > k, α > 0. Then

sup
|ξ |>k

cosh((d − z)
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2
≤

(
2

√
α

) d−z
d

. (3.24)

sup
|ξ |>k

cosh((d − z)
√

|ξ |2 − k2) cosh(d
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2
≤

(
2

√
α

) 2d−z
d

. (3.25)

Proof. First we prove (3.24). Letη :=
√

|ξ |2 − k2 and note that cosh((d−

z)η) ≤ exp((d − z)η), we have

cosh((d − z)η)

1 + α| cosh(dη)|2
≤

exp((d − z)η)

1 + α exp(2dη)
4

= 4
exp[(d − z)η]

4 + α exp[2dη]
. (3.26)

Denoteζ(η) :=
4 exp[(d − z)η]

4 + α exp[2dη]
. Differentiatingζ and settingζ

′
(η0) = 0, we

find

exp(2dη0) =
4

α
∙

d − z

d + z
≤

4

α
, (3.27)

moreover, for

η > η0, ζ
′
(η) < 0; for η < η0, ζ

′
(η) > 0,
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henceζ(η) attains its unique maximumζmax = ζ(η0) at the pointη0. Since

(3.27),

e(d−z)η0 = (e2dη0)
d−z
2d ≤

(
4

α

) d−z
2d

.

So

ζ(η0) =
4 exp((d − z)η0)

4 + α exp(2dη0)
≤ exp((d − z)η0)) ≤

(
4

α

) d−z
2d

=
(

2
√
α

) d−z
d

. (3.28)

Due to (3.26), we have

cosh((d − z)η)

1 + α| cosh(dη)|2
≤ ζ(η) ≤ ζ(η0).

Noting (3.28), we have the inequality (3.24).

As for (3.25), noting cosh(dη) ≤ exp(dη) and (3.26), we obtain

cosh((d − z)η) cosh(dη)

1 + α| cosh(dη)|2
≤ ζ(η)edη =

4e(2d−z)η

4 + αe2dη
=: β(η). (3.29)

Repeating the process in the case of (3.24) forβ(η) yields the inequality

(3.25). �

Theorem 3.4. Supposed thatu(ρ, z) is exact solution with exact datag and

that uδα, RT ik(ρ, z) is approximate solution by revised Tikhonov method with

noisy datagδ. If we have an a-priori bound‖u(∙, 0)‖ ≤ E and the data func-

tions satisfy‖g − gδ‖ ≤ δ, and if we chooseα = ( δE )
2, then we can obtain the

following error estimate forδ → 0:

‖u(∙, z)− uδα, RT ik(∙, z)‖ ≤ 3 ∙ 21− z
d E1− z

d δ
z
d → 0. (3.30)

Proof. Due to Parseval identity, we have

‖u(∙, z)− uδα(∙, z)‖L2(R2) = ‖û(∙, z)− ûδα(∙, z)‖L2(R2).

Similar to the proof of Theorem 3.1, there holds

‖û(∙, z)− ûδα(∙, z)‖L2(R2) ≤ ‖û(∙, z)− ûδα(∙, z)‖L2(I )

+ ‖û(∙, z)− ûδα(∙, z)‖L2(W).
(3.31)
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Case I: |ξ |2 − k2 > 0, i.e., ξ ∈ I .

In this case, noting the inequalities (3.24) and (3.25), we have

‖û(∙, z)− ûδα, RT ik(∙, z)‖L2(I )

=

(∫

I

∣
∣
∣
∣

cosh((d − z)
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2
(ĝδ − ĝ)

∣
∣
∣
∣

2
dξ

)1/2

+

(∫

I

∣
∣
∣
∣

cosh((d − z)
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2
ĝ − cosh((d − z)

√
|ξ |2 − k2)ĝ

∣
∣
∣
∣

2
dξ

)1/2

≤ sup
|ξ |>k

cosh((d − z)
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2

(∫

I
|(ĝ − ĝδ)|2dξ

)1/2

+
α cosh((d − z)

√
|ξ |2 − k2)| cosh(d

√
|ξ |2 − k2)|2

1 + α| cosh(d
√

|ξ |2 − k2)|2

(∫

I
|ĝ|2dξ

)1/2

≤
(

2
√
α

) d−z
d

∙ δ

+ α sup
|ξ |>k

cosh((d − z)
√

|ξ |2 − k2) cosh(d
√

|ξ |2 − k2)

1 + α| cosh(d
√

|ξ |2 − k2)|2

(∫

I
|û(ξ, 0)|2dξ

)1/2

≤
(

2
√
α

) d−z
d

∙ δ + α ∙
(

2
√
α

) 2d−z
d

E

(3.32)

Thus we take

α =
(
δ

E

)2

.

Hence we have

‖û(∙, z)− ûδα, RT ik(∙, z)‖L2(I ) ≤ 21− z
d E1− z

d δ
z
d + 22− z

d E1− z
d δ

z
d . (3.33)

Case II: |ξ |2 − k2 ≤ 0, i.e., ξ ∈ W.

In this case, we have

‖û(∙, z)− ûδα, RT ik(∙, z)‖L2(W) ≤ δ+ δ2/E = o(E1− z
d δ

z
d ), for δ → 0. (3.34)

Thus, according to (3,31), (3.33), (3.34), it yields (3.30). �
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4 Numerical experiments

In this section, some numerical results are reported in order to show how the

regularization method works. In section 3, we have seen that the Fourier regu-

larization method in [5] is also the Spectral method 3 (TSVD). Since some nu-

merical results on Fourier regularization method has been investigated, here we

only provide numerical results for the revised Tikhonov regularization method.

For sake of comparison, we take the same numerical example as the one in [5].

The numerical experiments are accomplished by Matlab.

In our test problemd = 1 andk = 4 are fixed. We take the function

g(x, y) = exp

(
−

π2

π2 − x2

)
exp

(
−

π2

π2 − y2

)
(4.1)

as an exact data function on0 := (−π, π)2. For creatinggδ, a normally

distributed noise of varianceε is added tog. A matrix Gδ containing samples

from gδ on an equidistant grid{rs, l }n
s, l=0 for n = 64 is created firstly. Using the

2D fast Fourier transform (FFT2) to the matrixGδ, we can obtain a new matrix

approximating the Fourier transform ofgδ. Next, this new matrix is multiplied

by the matrix
[

cosh((d − z)
√

|m|2 − k2)

1 + α| cosh(d
√

|m|2 − k2)|2

]

m∈(0,n)×(0,n)

,

finally the 2D inverse FFT (IFFT2) is applied. The results are shown as follows:

From the above results, we can see that the revised Tikhonov regularization

works well. Furthermore from Fig. 1 to Fig. 2, from Fig. 3 to Fig. 4, we find

that the regularization parameterα cannot be too small. Certainlyα can not be

too large. This accords with the regularization theory.

5 Concluding remark

In this paper, we obtained order optimal error estimates by spectral regularization

methods and a revised Tikhonov regularization method for a Cauchy problem

for the Helmeholtz equation. The Fourier regularization method in [5] can be

considered as the spectral method 3 (TSVD). Numerical results show that the

methods work well.
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Figure 1:z = 0.8, α = 0.01, ε = 10−2.
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Figure 2:z = 0.8, α = 1 ∗ 10−8, ε = 10−2.

Appendix: proof of theorem 2.3

In order to prove the Theorem 2.3, we formulate the problem of identifying

u(r, z) from (unperturbed) datag(r ) as an operator equation

A(z)u(r, z) = g(r ) (A.1)
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Figure 3:z = 0.8, α = 0.01, ε = 10−3.
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Figure 4:z = 0.8, α = 1 ∗ 10−8, ε = 10−3.

with a linear operatorA(z) ∈ L2(R2) → L2(R2). Equation (A.1) is equivalent

to the operator equation

Â(z)û(ξ, z) = ĝ(ξ) with Â(z) = F A(z)F−1 (A.2)
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whereF : L2(R) → L2(R) is the Fourier operator. From (2.5), the multiplica-

tion operatorÂ(z) is given by

Â(z) =
1

cosh((d − z)η)
, with η =

√
|ξ |2 − k2, (A.3)

i.e.,

Â(z) =






1

cos((d − z)
√

k2 − |ξ |2)
, |ξ | < k,

1

cosh((d − z)η)
, |ξ | ≥ k,

(A.4)

with

Â∗(z) =






1

cos((d − z)
√

k2 − |ξ |2)
, |ξ | < k,

1

cosh((d − z)η)
, |ξ | ≥ k.

(A.5)

Thus,

Â−1(z) =






cos((d − z)
√

k2 − |ξ |2), |ξ | < k,

cosh((d − z)η), |ξ | ≥ k.
(A.6)

Obviously, Â−1(z) is an unbounded multiplication operator in that cosh((d −

z)η) → ∞ asη → ∞. Hence we can call the the setI := {ξ | |ξ | ≥ k} is the ill-

posed part of problem (A.2). For treating the ill-posed part, we need to transform

the source condition (2.8) into an equivalent condition in the frequency. First the

condition (2.8) is equivalent to

û(ξ, z) ∈ M̂ =
{

û(ξ, z) ∈ L2(R2) | ‖û(ξ, 0)

=
cosh(dη)

cosh((d − z)η)
û(ξ, z)‖ ≤ E

}
.

(A.7)

Proposition A.1. Consider the operator equation(A.2). Then the setM given

by (A.7) is equivalent to the general source set

M̂ϕ,E =
{
û(ξ, z) ∈ L2(R2) | ‖[ϕ( Â∗(z)Â(z))]−1/2û(ξ, z)‖ ≤ E

}
(A.8)

whereϕ(λ) is given by (in parameter representation)

λ(η) = 1/(cosh2((d − z)η)), ϕ(η) = cosh2((d − z)η)/ cosh2(dη), (A.9)

where1 ≤ η < ∞.
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Proof. Noting that (A.7) and (A.8), we can obtain (A.9) easily.

Proposition A.2. The functionϕ(λ) given by(A.9) is continuous and satisfies

the properties:

(i) lim λ→0 ϕ(λ) = 0;

(ii) ϕ(λ) is strong monotonically increasing;

(iii) ρ(λ) = λϕ−1(λ) is strong monotonically and possesses the parameter

representation

λ(η) = cosh2((d − z)η)/ cosh2(dη), ρ(η) = 1/(cosh2(dη)); (A.10)

(iv) ρ−1(λ) is strong monotonically increasing and possesses the parameter

representation

λ(η) = 1/(cosh2(dη)), ρ−1(η) = cosh2((d − z)η)/ cosh2(dη); (A.11)

(v) for the inverse functionρ−1 of ρ there holds for any fixedz ∈ (0, d)

ρ−1(λ) = (λ)z/d(1 + o(1)), f or λ → 0. (A.12)

Proof. Considerλ(η) given by (A.9), we have

λ̇(η) = −
(d − z) sinh((d − z)η)

cosh3((d − z)η)
< 0. (A.13)

We can see thatλ(η) is strong monotonically decreasing with limη→∞ λ(η) = 0.

So,

lim
λ→0

ϕ(λ) = lim
η→∞

cosh2((d − z)η)/ cosh2(dη) = 0, for d > z.

Thus conclusion (i) holds. Noting that the functionf (x) = x tanh(x) is a strong

monotonically increasing, we have

ϕ̇(η) = −
cosh2((d − z)η)

cosh2(dη)
[d tanh(dη)− (d − z) tanh((d − z)η)] < 0. (A.14)
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From (A.13) and (A.14), it is easy to seeϕ′(λ) = ϕ̇(η)

λ̇(η)
> 0. Thus, we

proved (ii). Obviouslyϕ−1(λ) is strong monotonically increasing, consequently,ρ(λ)

is strong monotonically increasing. (A.10) can be obtained by

λ(η) = cosh2((d − z)η)/ cosh2(dη), ϕ−1(η) = 1/(cosh2((d − z)η)).

Now (iv) is a direct conclusion of (iii). In order to prove (v), we need to prove

that limλ→0 F(λ) = 1 whereF(λ) is given by

F(λ) = ρ−1(λ)(1/λ)z/d.

We use (A.11), note thatλ(η) is strong monotonically decreasing with

limη→∞ λ(η) = 0, we have

lim
λ→0

F(λ) = lim
η→∞

[
cosh2((d − z)η)/ cosh2(dη)

]
(cosh2(dη))z/d = 1.

Thus, we proved (v).

Proposition A.3. The functionρ(λ) given by(A.10) is strong convex.

Proof. From ρ ′′ = ρ̈λ̇−ρ̇λ̈
λ̇3 and λ̇ < 0 we get thatρ ′′ > 0 is equivalent to

ρ̈λ̇ < ρ̇λ̈. Noting thatλ(η) = ρ(η)φ(η) with φ(η) = cosh2((d − z)η), hence

ρ ′′ > 0 is equivalent to the inequality

ρρ̈ − 2ρ̇2 < ρρ̇
φ̈

φ̇
. (A.15)

Let x = dη andτ = (d − z)/d, by elementary calculations we find that (A.15)

is equivalent to the inequality

ψ(x) > 0, (A.16)

where

ψ(x) = x tanh(x) [x coth(2x)− τx coth(2τx)] . (A.17)

Sinceh(x) = x coth(2x) is strong monotonically increasing onR+, we find

thatψ(x) > 0 holds for anyx > 0 and 0< τ < 1. Hence (A.15) always holds,

i.e.,ρ is strong convex.
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Now we apply Theorem 2.1 to our problem in the frequency domain. Accord-

ing to Proposition A.1-Proposition A.3, the conditions in Assumption 2.1 are

satisfied for the operator̂A(z). Due to (A.9),

σ( Â∗ Âϕ( Â∗ Â)) = σ(1/ cosh2(dη)) = (0, 1]

holds. If δ2/E2 ≤ 1, then obviouslyδ2/E2 ∈ σ( Â∗ Âϕ( Â∗ Â)) holds. Noting

ω(δ,<) := inf
<
1(δ,<) with 1(δ,<) = sup‖<gδ(r )− u(r, z)‖L2(R2),

where the supremum is taken overgδ(r ) ∈ L2(R2), ‖gδ − g‖L2(R2) ≤ δ and

u(r, z) ∈ M , we define

ω̂(δ, <̂) := inf
<̂
1(δ, <̂) with 1(δ, <̂) = sup‖<̂ĝδ(ξ)− û(ξ, z)‖L2(R2),

where the supremum is taken overĝδ(ξ) ∈ L2(R2), ‖ĝδ − ĝ‖L2(R2) ≤ δ and

û(ξ, z) ∈ M̂ . According to Parseval identity, we haveω(δ,<) = ω̂(δ, <̂).

Moreover, according to the definition of̂ω(δ, <̂), ω̂(δ, <̂) = ω̂I (δ, <̂) +

ω̂W(δ, <̂), where ω̂I (δ, <̂) and ω̂W(δ, <̂) denotes the optimal error bounds

on the setsI andW, repectively.

For I ⊂ R2, the best possible error bound in the frequency domain

ω̂I (δ, <̂) = E
√
ρ−1(δ2/E2) = E

(
δ

E

)z/d

(1 + o(1))

= E1− z
d δ

z
d (1 + o(1)), for δ → 0.

For W ⊂ R2, a regularized multiplication operator satisfies‖<̂‖ ≤ c where

c is a constant depending on regularization parameter. Moreover, there holds

‖<̂ĝδ − û(∙, z)‖L2(W) ≤ ‖<̂ĝδ − û(∙, z)‖L2(R2)

≤ ‖<̂ĝδ − <̂ĝ‖L2(R2) + ‖<̂ĝ − û(∙, z)‖L2(R2)

≤ cδ + ‖<̂Âû(∙, z)− û(∙, z)‖L2(R2),

but

‖<̂Âû(∙, z)− û(∙, z)‖L2(R2) ≤ sup
R2

{∣
∣(<̂Â − 1)

[
ϕ( Â∗ Â)

]−1/2 ∣
∣
}

E,
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from Section 3, for spectral cut-off method, the error estimates for‖<̂ĝδ −

<̂ĝ‖L2(R2) and‖<̂ĝδ − û(∙, z)‖L2(R2) is δ and 0, respectively. Hence inW the

best possible error bound̂ωW(δ, <̂) = δ.

Obviouslyδ = o
(
E1− z

d δ
z
d
)
, for δ → 0, hence we obtain Theorem 2.3.
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