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PRACTICAL SCENARIO

A prospective cohort study evaluated the association 
between the presence of asthma and the risk of developing 
obstructive sleep apnea (OSA) in adults. Adults were 
randomly recruited from a population-based list of state 
employees and were followed for four years. Participants 
with asthma, when compared with those without, had a 
higher risk of developing OSA in four years (relative risk 
[RR] = 1.39; 95% CI: 1.06-1.82; p = 0.03) 

BACKGROUND

When conducting clinical research, we usually recruit 
a subgroup of the population of interest in order to 
increase study efficiency (fewer costs and less time). This 
subgroup of individuals, the study population, are those 
individuals who meet the inclusion criteria and agree to 
participate in the study (Figure 1). We then complete the 
study and calculate an effect size (e.g., a mean difference 
or a relative risk) to answer our research question. This 
process (inference) involves using data collected from 
the study population to estimate the true effect size in 
the population of interest, i.e., the source population. In 
our example, investigators recruited a random sample of 
state employees (source population) who were eligible 
and agreed to participate in the study (study population) 
and reported that asthma increases the risk of developing 
OSA in the study population (RR = 1.39). To take into 
account a sampling error due to recruiting only a subgroup 
of the population of interest, they also calculated a 95% 
confidence interval (around the estimate) of 1.06-1.82, 
indicating a 95% probability that the true RR in the source 
population would be between 1.06 and 1.82.

DEFINITION

A confidence interval is a measure of imprecision of the 
true effect size in the population of interest (e.g., difference 

between two means or a relative risk) estimated in the 
study population. That imprecision is due to the sampling 
error caused by taking subsamples of the population of 
interest. However, the estimate calculated in the study 
population is always the best estimate of the effect size 
in the source population.

WHY DO WE NEED CONFIDENCE INTERVALS?

We need confidence intervals to indicate the amount of 
uncertainty or imprecision around the effect size calculated, 
using the study sample to estimate the true effect size 
in the source population. Calculating the confidence 
interval is a strategy that takes into account sampling 
error: the study effect size and its´ confidence interval 
represent plausible values for the source population, and 
the narrower the confidence interval is, the more certain 
we are that the estimate from the study population 
represents the true effect size in the source population. 

CONFIDENCE INTERVALS: INTERESTING FACTS

The most common width of confidence intervals reported 
in the literature is the 95% confidence interval. However, 
if we are interested in more or less confidence, 90% or 
99% confidence intervals can be used.

The confidence interval represents the uncertainty of 
the effect size in the source population, not in the study 
population. When calculating a confidence interval, the 
width of the interval is determined by the sample size (i.e., 
the individuals who agreed to be studied), the amount 
of measurement error of the study, and the degree of 
confidence required. 

There is a unique relationship between the 95% confi-
dence interval and a two-sided 5% level of significance. 
When the 95% confidence interval for differences in effect 
does not include 0 for absolute measures of association 
(e.g., mean differences) or 1 for relative measures of 
association (e.g., odds ratios), it can be inferred that 
the association is statistically significant (p < 0.05). 
The advantage of the 95% confidence interval over the 
p value is that it provides information about the size of 
the effect, the uncertainty of the population estimate, 
and the direction of the effect. 

Confidence intervals should always be used in order 
to describe the major findings of a research study. The 
relevant confidence intervals should be shown not only 
in the text of the paper but also in the abstract.

Target: adults with asthma

Source: adult state employees

Study: adult state
employees who meet
the inclusion criteria
(30-60 years of age in
1988)

 Inference

Figure 1. Research populations.
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