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The essence of structural health monitoring (SHBI)ta develop systems based on
nondestructive inspection (NDI) technologies fontamuous monitoring, inspection and
detection of structural damages. A new architectoffea remote SHM system based on
Electromechanical Impedance (EMI) measures is desdrin the present contribution.
The proposed environment is employed to autombtioabnitor the structural integrity of
aircrafts and is composed by sensor networks, aasigonditioning system, a data
acquisition hardware and a data processing syst@ime obtained results allow the
accomplishment of structural condition-based manatee strategies, in opposite to those
based only on the usage time of the equipment. agpsoach increases the operational
capacity of the structure without compromising thecurity of the flights. As the
environment continually checks for the first sigofs damage, possibly reducing or
eliminating scheduled aircraft inspections, it abgignificantly decrease maintenance and
repair expenses. Furthermore, the usage of thitesysllows the creation of a historical
database of the aircrafts structural integrity, nmak possible the incremental development
of a Damage Prognosis System (DPS). This work ptesee proposed architecture and a
set of experiments that were conducted in a reptesge aircraft structure (aircraft
window) to demonstrate the effectiveness of thpqeed system.
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Impedance, Damage Prognosis
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Introduction

Failures occurring in industrial equipment and cfinees in
general are associated to friction, fatigue, impaot crack growth
or to other reasons. For an appropriate functiopirthe system, the
failure should be localized and repaired timelygémeral terms, the
problem of damage monitoring consists in locating aneasuring
the fault and estimating the remaining life of #ystem. One of the
most important ambitions of modern engineering asperform
structural health monitoring in real time in compats of high cost
and considerable responsibility. Thus, the creatipimprovement
of techniques that enhance the accuracy and rdjatof the
tracking process is highly desirable and is thejesibof several
studies such as the one conducted by Farrar @0dl5).

There are several techniques for monitoring theiweace and
propagation of structural damage. One of these niqubs,
presented in the study of Park and Inman (2005)hesso-called
Impedance-based Structural Health Monitoring (ISHBasically,
the method, first investigated by Sun et(2R95), identifies failures
by monitoring the structure mechanical impedaneg will present
variations in the presence of structural damageceSthe structure
mechanical impedance is difficult to obtain dingcth piezoelectric
transducer, most frequently a PZT (lead-zirconigaeate) ceramic
patch bonded to the monitored structure (or eméeddto it) is
used as a sensor-actuator device. The electricdampe of the PZT
is directly related to the mechanical impedancthefhost structure,
as stated in the work of Park and Inman (2005)ureid., first seen
in the work of Raju (1997), shows the well-knowreatimensional
model representation of a mechanical system cantairan
integrated sensor-actuator piezoelectric patch.

Nomenclature

a = geometric constant of the PZT patch
fex = excitation frequency

ds; = piezoelectric coupling constant

ezt =current of the PZT patch

K = number of calculated frequency points
N = number of PZT ceramic patches
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PZT =lead-zirconate-titanate ceramic patch

Vex = excitation voltage

Y = electrical admittance of the PZT

YE = complex Young modulus

z = impedance

Greek Symbols

) = dielectric loss factor of the piezoelectric maér
0 = measured phase lag between(®) and bz(w)

w = angular frequency, rad/s

el = dielectric constant at null stress

Subscripts

a = relative to the PZT mechanical impedance

i = relative to any of the K calculated frequencyrgsi
j = relative to any of the N PZT ceramic patches

s = relative to the structure mechanical impedance

PZT =relative to the PZT ceramic patch
PZTre = relative to the resistive part of the electrical
impedance of the PZD,

M

Figure 1. One-dimensional electromechanical coupling model.

Liang, Sun and Rogers (1994) stated that the swludf the
wave equation for the PZT patch connected to thecgtre leads
to a frequency-dependeny is given by Eq. (1), wherE(w) is
the electrical admittance (inverse of the electringpedance)Z,
and Z; are the PZT mechanical impedance and the structure
mechanical impedances, respectivel{f, is the complex Young
modulus of the PZT in the direction 1 under nudlattic field,ds;
is the piezoelectric coupling constasl is the dielectric constant
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at null stressg is the dielectric loss factor of the piezoelectric(2009) presents a detailed study containing sewEmalage metrics
material, anda is a geometric constant of the PZT patch. Thispplied to the EMI technique that are used in tlesgnt work.

equation indicates that the electrical impedancehefPZT wafer
bonded onto the structure is directly related te thechanical
impedance of the host structure. The electromechaimpedance
over a range of frequencies is analogous to a EreguResponse
Function (FRF) of the structure, which containsomfation

regarding the structural integrity.

z(«)

Y(w)=iwa| £5(1-i3)- PRSP
a
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S

Indeed, damage causes direct changes in the salstiffness
and/or damping and alters the local dynamic cheristics of the
system. As a resultZs(w) uniquely determines the overall
admittance of the electromechanical system, sineetoperties of
the PZT patch remain constant. Therefore, any ahaing the
electromechanical impedance signature is consideasd an
indication of structural changes, which can be gmdliby various
types of damage.

By monitoring the measured electromechanical impeeand
comparing it to a baseline measurement that casrelspto the so-
called pristine condition, one can qualitativelyteteine that
structural damage has occurred. Park and InmariLj2@hfirm that
the sensitivity of this technique is closely rethte the frequency
band selected in the excitation signal of the PZiip. Usually, the
PZT patch is excited with a sinusoidal waveform,thwiow
amplitude (typically in the order of 1 V), but tleeare other studies,
such as the one from Baptista et al. (2010), whegker voltages
can be used with an improved sensitivity. The eticih frequencies
vary from 30 kHz to 250 kHz and up to 1000 kHz fwme
structures and applications, as can be seen invthks of Stokes
and Cloud (1993), Giurgiutiu and Zagrai (2005) arahg et al.
(2008). The optimum frequency band under practggilications
remains a subject of study for the EMI-based metfiado quite
interesting works about this issue are thosePlegirs, Park and
Inman (2004) and Peairs et al. (2006). Moura aedfest Jr. (2006)
investigated the optimal testing conditions by gsineta-modeling
techniques, avoiding trial-and-error approachesdétermine the
most suited testing conditions for a particularlaagion.

SHM systems can play an important role in maintajnthe
safety of in-service structures. The developmenamfintegrated
sensory system able to monitor, collect, and deliwe information
necessary for SHM becomes an important issue ncibritext. One
of the proposed approaches is to utilize arraydP@T patches
attached to the surface of a structure or embeddedcomposite
material. When attached to the structure and cdedeto the
electronics, the PZT patches become active settsatrsan perform
both as actuators and sensors. Thus, the impedaett®d allows
for monitoring incipient local damage, like crackeghich produces
only imperceptible and hardly noticeable changethéolarge-scale
dynamics of the entire structure.

A Frequency Response Function (FRF) must be olutaifoe
each sensor, considering at least two distinct Jéte first set of

Experimental implementations of the impedance-baSkiiM
techniques have been successfully conducted fagraleeomplex
structures: the work of Chaudhry et al. (1995) enésd a practical
system applied to an aircraft structure with goesuits; Lalande et
al. (1996) used the EMI technique to monitor comppeecision
parts; Giurgiutiu et al. (1999) achieved good resulith a system
used to monitor spot-welded structural joints. Atlese works
confirm how practical an EMI system is.

Temperature changes, among all other ambient dondjt
significantly affect the electric impedance sigmatumeasured by a
PZT patch. Small temperature changes cause dffiftheo sensor
properties and, among all these properties, thieaiee constant
ea3 exhibits the mostindesirable effect on the electrical impedance
causing a baseline shift on its capacitive parte Phezoelectric
coupling constant and complex Young modulus alssultein
baseline shift but their effect on the overall imaece is much
smaller than that of the dielectric constant. Tlse of a modified
RMSD metric, which compensates for frequency-wised a
amplitude-wise shifts of the impedance function dnder to
minimize the temperature-induced drifts, is presérit the work of
Park et al. (1999) and showed good results. Mapgraments from
various case studies have shown that the real phrthe
electromechanical impedance is sensitive enougtetect damage
and other changes in the structure features trmmtgnitude or the
imaginary part, as seen in the work of Finzi Netoak (2010).
Thus, it can be assumed that any change in thedampe signature
obtained from the PZT patch is due to changes énntiechanical
impedance of the structure and the real part oélbetromechanical
impedance is sufficiently sensitive to exhibit thoshanges. But
even working only with the real part it is possibileat the
impedance signature will be affected by temperathanges, since
thermal expansion will induce small stresses in stamed
structures, as demonstrated by Woon and Mitche®9gL
Moreover, the behavior of some two-part epoxy aidlessused to
bond the PZT patches to the structure is also diEpgnon
temperature changes and excitation frequency. Tolglgm may be
alleviated with the use of temperature-insensitadhesives, as
proposed by Yang, Yan, and Soh (2008). Thereforgrent
monitoring systems discard the imaginary part & theasured
electromechanical impedance and work only with riba part to
assess the monitored structures aiming at minimitire effect of
temperature changes.

This work presents a new architecture of a reméthl System
based on electromechanical impedance measuremangseviously
stated, the proposed environment is employed t@nzattcally
monitor the structural integrity of aircrafts arsdcomposed of sensor
networks, signal conditioning devices, acquisitiandware and a data
processing system. The next section describes tinking principle
and each part of the proposed system.

M athematical Definitions of the Electromechanical mpedance

The EMI expresses a complex-valued function dependae

FRF represents thpristine condition of the structure and will b6frequency. For each frequency’ it can be repredeh‘[eterms

used as a baseline. The second set, and any fohes, will
represent the actual state of the monitored strectli is quite
common to use a Fast Fourier Transform (FFT) algarito process
the time domain measured signals so that the Ekidtians in the

magnitude and phase. The easiest way to calculae t
corresponding impedance, for a given excitatiogdemncy fe,, is by
using Egs. (2), (3) and (4), whek(w) is the excitation voltage
Ipz1{w) is the measured current at the excited PZT patdiPais the

frequency domain arebtained. The quantified difference betweenneasured phase lag betwa&yw) andlpz(w).

the FRFs, for each sensor, calculated from theipeiset and the
actual state can be used to quantify a possibleadandetected in
the monitored structure. This assessment is toadiliy made by
using a scalar damage metric. The work of Palonaind Steffen
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Vex(w)
Ipzr(w)

* cos(9) [Q] 4

Zp7T Re (w,0) =

Expanding Eq. (4) to represent a FRF contairknfrequency
points { = 1, ....,K), for each one of th#l sensorsj(= 1, ...,N),
results in Eq. (5).

Vexi(m)
Ipzr;(@)

* cos(6;) [Q] ®)
Equation (5) is used to calculate the FRF of theppsed
system, as described in the following sections.

ZPZTRE]-(wiIBi) =

Signal Conditioning and Data Acquisition System

A typical impedance-based SHM system for distribute
monitoring is illustrated in Fig. (2). A total ™ PZT patches are
bonded onto the monitored structure where eacthpatconnected
to a Switching and Signal Conditioning System (Sp€at will
control their activation/deactivation. An exterrtigjital controller,
provided by a personal computer (PC) and a digitajuisition
board (DAg) or a Digital Signal Processor (DSP) wied
determines the activation sequence of the PZT aEagh digital
word from the controller activates only a singledfic PZT patch
at a time and its response is digitalized by theQ@DBoard and
processed by the PC. A database with all basefpedances and
the new ones obtained from each PZT patch arelffipabcessed
and stored in the PC.

‘ I Digital Control i}
f \) PZTo
- — PZT1
Excitation I: } 0
1V, 0-400kHz | '
e PZTn1
Response
Computer with a DAQ card
and FFT algorithms L
=
sscs  PZTs bonded onto the structure

Figure 2. Typical SHM system based on monitoring the electro-mechanical
impedance, for an array of PZT patches.

Aircraft Applications

The acquisition system has a hybrid topology, pseddy Finzi
Neto et al. (2010), in which hardware and softwapproaches are
combined together to measure the time responsealsigand
calculate the frequency-dependent real part okteetromechanical
impedanceZpZTRej(wi, 0;,), of each PZT patchj. Figure 3(a)

illustrates the architecture of the hardware argl B{b) illustrates
the flow chart describing how the real part of #hectromechanical
impedance is acquired and calculated by using ecaled software.
The idea expressed in Fig. 3(a) is that the measiréne phasé
and the currentp,; are done by dedicated hardware modules. The
impedanceZPZTRej (w;, 6;) Zge(w) is calculated by software, where

the main advantages of this method are the follgwin

(a) There is no need of FFT algorithms/analyzergenerate
the FRFs;

(b) Ipzr can be sampled at lower rates with a sampling rate
independent of;, (excitation frequency);

(c) The phased is digitally measured by using a Two Edge
Counter, which is found in any DSP. A minimum resiain of
16 bits is required for better results.

Three main circuit blocks are illustrated in Fi¢ga)3

(a) Switching System: a multiplexed array of PZT patcisea
requirement for reducing costs and hardware cornitglext is
quite common to use mechanical reed relays to bwfite array
of PZT patches, as seen in the work of Filho angtiB&
(2008); however, due to their low reliability, teemechanical
switches are replaced by solid state, small sit®d, power
consumption, and very low channel leakage devioes the so-
called Analog Digitally Controlled Switches (ADCS).

(b) Signal Conditioning and Measurement: the hardwhag t
deals with the three required parametérs, (Iozr, and 6) is
concentrated in this block.

(c) DSP_hardware: provides two peripherals required to
conclude the impedance measurement process. Eheffie is a
Two Edge Counter (TEC) used to measure the tibeween the
positive (or negative) edges of two different psls€he second
peripheral is a 16-bit Analog to Digital Converf&DC) with at
least two channels, which is used to digitalizgr andd. At this
point, the three parameterg.{ Ipzr and#) are determined and
used in Eq. (5).

I
| Demultiplexer i !
i } x bits to N lin ! L] :
! ‘ 0|m 0123 ... N-1 |
1
i ! & 2 |m (1 DiitalBUS . g«: ‘
! | Program S = 'Ii:\ 5 |
1| Memoi 1 1
v i g:‘f - [ su{ ADCS! i
-1 |m A I
|
ADCS2 Rshunto S
PZT: |

AN\
Rshunty

Visualization
and long term
storage

I
I
Data !
|

-1;ADCS3

Two channel | Two Filtered and f\ . h J
AD Converter Resettable Peak
Detectors
DSPTT T Tnm s T ——

Signal Conditioning

Switching System

And Measurement

3(a)
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(Start }—»( Setup }-+{Calibration)

Load/Set parameters

( Calculate frequency point: w, Je—

[ S%rt

Signal generation: Vex(w,)

A

v
[ Signal acquisition: Im 0 ] [Tlme measurement: BJ
v
[ Validate measurement ] [Validate measurement]
]
[ Averaging /., ] [ Averaging 6, }
v

sibp

Signal generation: Vex(w,)

[ J

Finished averaging?
yes

Calculate and store
Zozr R-vl(wl’el)

inished
Frequency point

measurements
for PZT ?

Send data
to PC and STOP

3(b)

Figure 3. SHM Acquisition System: (a) Architecture; (b) Flow chart of the
DSP program.

The developed DSP software is intended to workdstiame.
Only a few working parameters can be recorded tyrem flash
memory or externally defined by a PC or other compsystem
through a USB connection. Figure 3(b) presentsfithechart of
this computer code. The first proceduBsP Setup, configures the
peripherals to work properly. The next st€alibration, aims at
correcting any non-linearity in the generationVpf(w;) before any
measurement is donkoad/Set Parameters defines the operation
mode (baseline or monitoring mode), the nunjber PZT patches
in the sensing network and start/stop excitatieqdency. Next, the
procedureActivated PZT; selects the next PZT, andalculate
Frequency Point w; defines the current excitation frequency. At
this point, the whole system is ready to startrttemsurement phase.
The procedureStart Signal Generation drives the selected PZT
with V. (w;, t) during the measuring process. Thiay; and g are
measured and averaged several times so that stahles are
obtained. When the averaging process is finisdgg; . (w;, 6;) is

calculated and stored in the memory.

The prototype of the acquisition system can be oieskin
Fig. 4. The Acquisition System can be seen on diednd the
DSP module is seen on the right. A multi-wire stiéel cable
connects both circuits. Due to the architecturesg@méed in Fig. 3,

Re j
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the length of this cable is not an issue for lonigtahce
measurements. Experimental resulising a cable of 40 meters,
were conducted successfully.

Figure 4. lllustration of the prototype.

Remote Data Processing

The off-line SHM system operation depends on the
communication between the embedded environmentchwlis
responsible for the signal acquisition, and thezeseenvironment
(aircraft manufacturer) that carries out the datalysis. Figure 5
presents a simplified architecture of the proposggstem
communication platform.

The essence of the embedded system functionaliypdees the
download of the configuration files, the set of BR#btained from
the Signal Acquisition Module and the periodic exhe of files
between the embedded and the server environmeawoisgth a safe
internet connection using the SFTP (SSH File Tem§frotocol)
containing a user authentication device and puliiy-based
cryptography. The signal acquisition module perfortboth the
checking of the sensor network status and the @brdaptures and
stores the data related to the monitored airctaficiire state at
chosen time instants. The transfer module is resplan for the
communication with the server environment, perforgnihe data
files upload and the configuration files downlo@tie configuration
files use XML (Extensible Markup Language) file fmat, which
assures a standardized information exchange andeqaently, the
possible employment of other monitoring technigureshe future,
without requiring changes in the communication pes

Data Analysis Module
- Alert Module
Configuration

Web Application
Files (XIL)

\
Transf
i ¢ P IMPEM &1’("5‘];’
.éi &

Figure 5. Software and communication platform for the remote off-line
SHM system.

EMBEDDED
Environment

Signal Acquisition
Module

A

SERVER
Environment

Data Loader Module

Signal Data
Files
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Sdl Fies (XML)

!
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The server environment is responsible for loading data
files to the system database; analyzing and staheglamage data
and the analyses results; sending alerts when daisadetected;
interfacing the user and the monitoring system.sTihterface is
related to the system front-end and is composedintérnet
applications, which were conceived to allow remotser
interactions. The data analysis module identified analyzes the
pending test registers from the database, in aaocsE with
established criteria. The analysis is performedetmh transducer by
comparing the corresponding data with those from risspective

baseline.The analysisconsists in the consolidation of the values

obtained from using the previously defined damagetrios in
accordance with the adopted configuration (e.gsitieity factors,
damage threshold and metric weights), which is atgpstered in
the database. This process permits the creatiom diistorical
database of the aircraft structural integrity, whéhould be used in
the incremental development of a Damage Progngsie® (DPS).
When structural damages are detected, the alerulmczbnds a
standardized e-mail message to previously defisedsu

Almost the entire system operates automaticallyyéwer, some
operations (system configuration, for example) nésraction
between the monitoring system and the user. Inetlweses, it is
fundamental that the system resources and fundiiesa be
available both by physical access to the instrum#rdt encompass
the monitoring system and by remote access thraugbb browser.
Therefore, techniques, languages and developmenis twere
employed aiming at creating web-based solutiongel(et or
Intranet), which make possible remote access fersupreviously
stored in the database. This Web solution was dpeel by using
the RIA (Rich Internet Applications) approach, ,.eweb
applications with characteristics and functione$itisuch as a
customer-server solution. Traditional RIAs trangfee application
processing to the Internet browser, but keep mb#ieodata in the
application server. The proposed web applicatioovides a
graphical interface to the user for administratigqrurposes
(configuration and maintenance) and also for vigadbn of the
analyses details.

Damage M etrics Computation

The analysis process is managed by some configorati
parameters that are previously defined. Eight dammagtrics were
chosen to be used during the analysis. Four otthes variations of
the most used statistical model found in the wdrlPalomino and
Steffen (2009), the so-called root square meanatieni (RSMD).
The other damage metrics are the correlation adeffi deviation
(CCD), the average square difference (ASD), the nrmalasolute
percentage deviation (MAPD) and the sum of theapedifference
between the signals (M). These metrics can be awedbor can be
used individually, in accordance with the adoptedfiguration for
the analysis.

The damage metric computations are carried oueéoh PZT
patch involved in the monitoring. Since the acdigsi cycle
encompasseld measurements, each metric computation deals wi
2H values. Half of them are related to baseline dgyaad the other
half are related to the current signal acquiredehe computation,
the metric values are consolidated for each sensnsidered in
order to determine the probability of damage eriste Basically,
the damage detection is evaluated by analyzingmhbtric values
differences resulting from the comparison betweerment signals
and baseline signals. Usually damage detection egfopned
manually through the comparison of the metric valabktained both
from the current and baseline signals. In #malysis module, an
automatic method for damage detection was desigrtad. method
defines the existence of damage based on damagé nmetan

J. of the Braz. Soc. of Mech. Sci. & Eng. Copyright O 20
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values and their corresponding standard deviathahsulated from
measurements collected from each sensor (currett beaseline
signals). Finally, damage detection is performedefach one of the
damage metrics considered and each sensor insitalted structure
by using the following decision criteria:

1. The PZT patches presenting high standard deviatianmes
rejected and discarded from the analysis.
2. If all damage metric values obtained for the PZTcpes

included in the analysis are lower than a givenimim value
established for each damage metric considered, dssumed
that no damage has occurred.

If some of the damage metric values obtained frbm RZT
patches are higher than a given minimum value ksheol for
each one of the damage metrics, #tandard deviations are
used to define if the corresponding damage metfiectively
detected damage.

If some standard deviations are close to zerojthan values
of the damage metrics are used to define if theesponding
damage metrics effectively detected damage.

The values of the damage metrics calculated foP#iE patches
that have been included in the analysis are comdp@resach
other to determine if the variations of these vala significant.
Then, the results corresponding to the damage caetire
consolidated to obtain a damage indicator for estsor employed
in the monitoring. This damage indicator is caltedathrough a
weighted mean of the damage metrics values asifsilo

3.

(6)

wherePF; is the damage indicator of the sengaenis the number of
metrics used in the analysi®, ; is the damage metric value
obtained for the " metric andj™ sensor; and\, is the weight
associated to the metrfit This weight defines the influence of the
metric on the structural damage determination.

The indication of damage detection is considergubagive when
the corresponding damage probability is larger tt@n threshold
value previously specified in the system configoratThe case study
presented in the next session defines this threésid.80.

Case Study: Aluminium Aircraft Panel

The experiment was conducted at room temperaturéhén
reinforced fuselage panel showed in Fig. 6(a). Buthe size and
complexity of the structure, ten PZT patches weseduin the
experiment. Six square PZT patches were bondethdatrtisses
and four circular PZT patches were bonded to tlaeplas seen in
Fig. 6(b). The number of PZT patches used was raryitand no
preliminary study was done to optimize this numbe3ix tests
were performed to check the performance of the d@naketection
g}/stem. The first test was dedicated to the baselie second one
was made for the case without damage, and the foexttests
were performed after the inclusion of simulated dges, as
shown in Fig. 6(c). The damage inserted sequeytialthe tests
#3 to #6 was not removed from the system for the tests, so
that the test #6 accumulates four damages.

The results obtained for the system can be obsém@d. 7. The
first test was taken as being the baseline. No dameas added to the
second test. Thus, the light signals of the manigpsystem were off
(Fig. 7(a)). In test #3, when a mass was addect dosPZT3, the
system evidenced the damage through a light siginttie position
corresponding to PZT3 (Fig. 7(b)). In test #4, thess added close to

12 by ABCM Special Issue 2012, Vol. XXXIV / 397



PZT3 was kept and another mass was added clogE®(Fig. 7(c)).
In the next test (test #5), the two masses wer¢ &eg the clamp
located close to PZT7 was removed. As observedhirprevious
cases the damage was satisfactorily detected bgystem (Fig. 7d).
In the last test, all damages inserted in the straavere kept and the
clamp located close to PZT9 was removed. As orteeomasses was
close to PZT9, this PZT was already activated.

Test 5 Test 6

(©
Figure 6. (a) Aircraft window; (b) detail of the ten PZT patches; (c) detail
of the damages inserted.
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Figure 7. Monitoring results: (a) Test #2; (b) Test #3; (c) Test #4; (d) Test #5;
(e) Test #6.

(a) PZT9 - Test #04

----- Baseline

Figure 8. Variations of the signal from PZT9. (a) Test #4; (b) Test #6.

Figure 8 presents the variations of the signalsnfi@ZT9
corresponding to two damage configurations togei{laer added
mass and a removed clamp). The difference betweerbaseline
signal and the damage signal in each state is.clear

In all tests the PZT10 was disabled, since it presk an
excessively large standard deviation. Further itigason identified
a bad coupling between the structure and this RiZdhp A probable
reason for that may be a non-uniform layer of amfeeapplied or
some defect in the PZT patch. Either way, the systerrectly
disregarded the information from this sensor.
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Conclusion

In this article, a new architecture for a remoteMsldystem
based on the electromechanical impedance techmigaalescribed.
The proposed environment is employed to autométicabnitor the
structural integrity of aircrafts and is composédensor networks,
signal acquisition system and data processing isyslde sensor
networks together with the signal acquisition systeapture the
data related to the monitored aircraft structuetesat chosen time
instants. Collected data are sent to the data gpsoup system,
which performs the analysis to identify and logadssible damages.
A real world (aluminium aircraft reinforced panelse study was
presented and the results were found to be sdtisfaén the
damage detection procedure. The obtained resultsw athe
accomplishment of structural condition-based maiatee
strategies, as opposed to those based only onstgeuime of the
equipment (periodic maintenance). This approacheases the
operational capacity of the structure without nethg the security
of the flight in the case of real applications. Alse system
continually checks for incipient damage, the need dcheduled
aircraft inspections can be reduced, thus signiflgadecreasing
maintenance and repair expenses. Furthermore, sleeofi the
proposed monitoring system permits the creationa dfiistorical
database regarding the structural integrity of rafts, making
possible the incremental development of a Damagegridsis
System(DPS). Such DPS is used to predict the remainifeydf
structural systems.
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