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Since 2012 we have tracked general chemistry student success rates at the University of Utah. In efforts to improve those rates we 
have implemented math prerequisites, changed our discussion session format, installed some metacognitive exercises aimed at the 
lowest quartile of students and instituted a flipped classroom model. Furthermore, using Item Response Theory we have identified 
what topics each individual student struggles with on practice tests. These steps have increased our success rates to ~76%. As well, 
student performance on nationally normed American Chemical Society final exams has improved to a median of 86 percentile. Our 
lowest quartile of students in spring 2016 scored at the 51st percentile, above the national median.
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INTRODUCTION

At the University of Utah, we determined that success in intro-
ductory chemistry is an excellent predictor of success in other college 
or university classes. Since 2012 we have tracked student success 
rates at the University of Utah, defining success as making a grade 
of C- or higher. From 2000-2012 our success rates have varied from 
a low of 64% to a high of 86% with an average of 77.5%. During 
this time period, students who failed general chemistry were tracked 
in their subsequent academic performance. Using this information, 
we determined that of the students who fail CHEM 1210 (General 
Chemistry I) 61.2% never retake the class, 13.4% retake and fail again, 
leaving only 25.4% of these students who pass the class after failing 
the course the first time. Even more troubling, failing chemistry is 
highly predictive of poor graduation rates: 6-year graduation rates 
for students who make a D, F, or W in CHEM 1210 were found to 
be 44%, 35%, and 34%, respectively. 

To improve our success rate, two early changes were made 
to course structure and requirements. First, we enforced data 
based MATH prerequisites equivalent to that of college algebra. 
Additionally, attendance at TA help sessions was required by making 
it count 10% of the total grade. These two initial changes immedia-
tely improved our success rate by 9.5% while not decreasing yearly 
student enrollment. 

Afterwards, our attention was drawn to the lowest quartile 
of students, who still experienced poor test scores in spite of the  
above mentioned changes. To meet these students’ needs, we decided 
to employ metacognitive training to help these students understand 
their chemistry ability levels before exams. Metacognition is cha-
racterized as “thoughts about one’s own thoughts and cognitions.” 1 
Within metacognition are two overarching concepts: metacognitive 
monitoring, “assessing or evaluating the ongoing progress or current 
state of a particular cognitive activity” and metacognitive control, 
“regulating an ongoing cognitive activity, such as stopping the acti-
vity, deciding to continue it, or changing it midstream.”1 Together, 
these concepts represent flow of metacognitive thought during the 

learning process: a student assesses the learning process by compa-
ring the current level of learning to desired levels of understanding, 
subsequently adjusting the learning process to achieve these goals.

Dunning and Kruger demonstrated that while metacognitive 
ability in high-achieving individuals is also high, metacognitive mo-
nitoring is low among individuals whose performance is low. In this 
study, individuals completed tests measuring their ability in various 
psychology tests. After being shown their scores, individuals were 
asked to rank themselves in their ability compared to their peers. 
The study found that the high-performing group estimated their rank 
accurately, but “participants scoring in the bottom quartile…grossly 
overestimated their test performance and ability.”2 This occurrence has 
recently been demonstrated within chemistry: students in a general 
chemistry course took exams and estimated their percentile ability 
on the test relative to the other students. As predicted, the students in 
the bottom quartile overestimated their ability while students in the 
top quartile tended to underestimate their ability.3 This trend has been 
demonstrated more recently among introductory chemistry students, 
with results indicating that poor prediction ability remains generally 
stable from one test to the next.4

In 2000, it was noted that “if the goal of enhanced student un-
derstanding of chemistry is to be achieved, chemistry instructors will 
need to include instruction on the use of relevant thinking strategies in 
their courses. Infusion of teaching of metacognitive skills in subject 
matter areas, in addition to general teaching of metacognitive skills 
in schools, is a promising approach to helping students learn to use 
their content knowledge more appropriately and flexibly.” The paper 
also noted the need to improve research into assessing metacognitive 
ability, improving metacognition in problem solving, and improving 
metacognitive ability with regard to content knowledge.5 Since that 
time, research in chemical education has focused on building asses-
sments of metacognitive abilities in problem solving and improving 
metacognition in problem solving.6-10 In regard to improving meta-
cognitive ability related to content knowledge, research has been more 
limited. These studies have mainly focused on having students take 
a single practice test before the final assessment, with mixed results 
in improving test scores.11,12

The most successful study that improved metacognition in content 
knowledge used SAT critical reading test scores to place students 
into two categories—low and high language comprehension. These 
students then either received “elaborative interrogation” pretests, 
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having students explain in depth the concepts, or multiple-choice 
pretests before taking the midterm. The control class gave the students 
midterm exams without any pretests. Results indicated that providing 
students with multiple choice pretests significantly improved all 
students relative to the control, with the greatest gains being among 
low language students.13 

Outside chemical education, one key study demonstrates how 
regular metacognitive training can improve student test scores. In this 
study, a section of undergraduate educational psychology students 
were regularly trained in metacognitive monitoring and control. Each 
week, students were given a worksheet to rate their understanding of 
the day’s content. Students assessed which concepts were difficult and 
determined what they would do to improve understanding. Finally, 
they took a number of quiz questions and practiced rating their 
ability on these questions. Later, students were given feedback on the 
accuracy of their monitoring. A control section of the course received 
the same course content but did not receive the weekly metacognitive 
training. In the exams for both classes, students rated how confidently 
they felt about their answers for each question. Results of the first test 
demonstrated no significant difference between the two sections’ score 
or monitoring ability. However, as the semester continued, students 
in the treatment section demonstrated significant improvement in 
accuracy predictions and test scores compared to the control.14 

From these studies, we determined several aspects necessary to 
improve student metacognitive ability in test taking: practice tests 
before the actual test, prediction of ability and detailed feedback 
on prediction accuracy, regular self-assessment of ability by topic, 
making plans to improve ability by topic, and receiving feedback 
regarding this self-assessment. 

In addition to metacognition, a flipped classroom model has 
recently been demonstrated to improve student performance within 
chemical education research. In the flipped classroom structure, the 
‘lecture’ aspect of the course is shifted outside of class, represented by 
videos watched by students on their own time. During class, students 
focus on problem solving skills, with the instructor providing support 
during the problem solving process.15 This setup of the classroom 
has been shown to improve student performance on homework and 
exams without increasing the time that students spend outside of 
class on chemistry.16

We analyze students’ abilities on specific topics using item res-
ponse theory (IRT). IRT is a paradigm of psychometric test analysis 
that is an improvement on other analyses such as Classical Test 
Theory because it treats questions within a test as having different 
relative difficulties and abilities to discriminate. This allows for 
more accurate scoring as well as more effective test administration. 
Different forms of the same test, such as used for the GRE or SAT, 
can be directly compared to one another.17 IRT has been previously 
used in chemical education to identify difficult topics across an entire 
class20,21. We sought to use IRT to identify difficult topics for each 
individual student.

To improve our students’ metacognitive ability, we implemented 
a series of practice tests in the course to train students in metacog-
nitive analysis of their pre-exam abilities. In this homework system, 
students were required to make initial estimates of their test scores. 
Students then received a detailed analysis, based upon IRT, of their 
practice test performance showing what topics they do and do not 
understand. Finally, students used this feedback to build study plans, 
highlighting topics they would focus their study time on. In the control 
course, students completed the same practice tests and received the 
same IRT feedback but did not receive metacognitive training through 
score prediction or the creation of study plans. To compare student 
performance between the two years, IRT was used to determine 
students’ ability on an exam. Afterward, IRT Equate software was 

used to compare student abilities from one year to the next. Results 
indicate a significant improvement in equated test performance as a 
result of the practice tests and feedback. After, student scores between 
the control and treatment section were split by quartile and compared. 
Results indicate that the bottom quartile of students experienced 
between 2-4% improvement in exam performance compared to the 
control course. 

Our most recent step was to utilize a flipped classroom model, 
embedding videos and textbook sections in ‘preview’ homework 
assignment questions for students to complete before class. This 
model, in conjunction with the implementation of the practice tests, 
improved success rates by 6.5% compared to the previous year. In 
the body of this paper we will show how each of these steps was de-
signed, implemented, and provide a statistical analysis of the results.

EXPERIMENTAL

Pre-requisites

To determine factors that were most predictive of student 
success in general chemistry, data was obtained from the university 
regarding student performance between 2000 and 2012 school years. 
For each set of data, students’ final grades in general chemistry I 
(GC1) were compared to math test scores from high school and 
university math and other course grades students received before 
taking the course. 

Results indicated that ACT math and SAT math scores were 
highly correlated to GC1 pass rate. ACT math score had the greatest 
correlation (R2 = 0.936, p < 0.001, Figure 1) to pass rate. Results of 
the SAT Math scores demonstrate a similar correlation between test 
score and pass rate (R2 = 0.759, p < 0.001). Both results indicate 
that at the University of Utah, incoming high school math scores are 
highly predictive of chemistry pass rates.

After these results were determined, university math grades were 
reviewed and compared to ACT math scores. The goal of this process 
was to identify courses that students with poor incoming math skills 
could take to improve their math and/or chemistry abilities before 
coming into the GC1 course. 

To simplify the analysis, students scoring below 25 on the Math 
ACT were considered to be at risk, while students scoring 25 and 
above were considered prepared to enter GC1. For at risk students, 
passing college algebra seemed to appreciably improve GC1 pass rates 
(Figure 2). Only 42.4% of these students who failed college algebra 
ultimately passed GC1, while passing college algebra dramatically 
improves at-risk students’ likelihood of passing GC1: an 81.8% 
overall pass rate. 

Figure 1. ACT Math Score vs General Chemistry I (GC1) pass rate 
(N = 12858)
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These results indicate that incoming math test grades are highly 
predictive of students’ pass rates in general chemistry. However, 
for students that are at-risk of failing based on poor math test  
scores, passing college algebra at the university level overcomes this 
challenge helping to better prepare these students for entering GC1. 

Mandatory attendance

During the spring 2014 semester, survey results on demographic, 
test score, and university grade data were obtained to predict factors 
correlated to passing GC2. Results indicated that end of semester final 
GC2 grades were highly correlated to the grade received the previous 
semester in GC1 (R2 = 0.456, p < 0.001). Using this data, students 
were retro-actively split at the end of the semester into three grade 
categories based on their incoming GC1 grade: at-risk, average, and 
above average (Figure 3). 

At the end of the semester, students’ GC2 grade data was analyzed 
to find highly indicative factors of at-risk students passing the course. 
In this analysis, students’ incoming general chemistry I grades were 
compared to their attendance at TA led help sessions during the 
semester. For ease of analysis, help session scores were split into 
four categories based on the total percent of points received in the 
sections: 0% to 25%, 25% to 50%, 50% to 75%, and 75% to 100%. 
Results indicated that at-risk and average students over-represented 
those students receiving between 0% and 25% of the possible help-
session points (Figure 4). 

When these results were compared to students’ end of semester 
grade, they demonstrated a statistically significant (p < 0.001) 

correlation between discussion attendance and pass rate for students 
deemed as ‘at-risk.’ Our findings indicate that at-risk students are 
least likely to attend discussion when not required. However, results 
also indicate that at-risk student pass rate improved dramatically as 
percentage of earned discussion points increased. (Figure 5). 

Based on these findings, attendance in discussion was made 
mandatory by inclusion in the final grade calculation. Additionally, 
math and course prerequisites were set in place for students to enroll 
in GC1. 

Metacognitive training and IRT feedback

During the fall 2015 semester, a test review system was 
implemented with the goal of improving student performance on exams. 
The system consists of a series of practice tests that the students took 
the week before each exam. Like the exams themselves, these practice 
tests were taken online using the testing platform we have created in 
collaboration with Madra Learning. Counting the practice tests towards 
the students’ homework grade encouraged participation. Practice tests 
were created to mirror the respective exams as closely as possible in 
terms of material covered, overall difficulty, question format and the 
ratio of number of questions to available time. The students were 
given a 48 hour period in which to take each practice test. At the end 
of each 48 hour period, practice test results were analyzed using IRT 
and feedback was provided to the students (Figure 6).

For students in the treatment section, practice tests also included 
questions before and after taking the test where students predicted 
their ability by question topic. Additionally, students predicted the 
score that they would receive on the test. Students were given a 
separate homework score based on how accurate their prediction 
score was to their actual score. 

After the 48 hour test session closed, IRT was used to determine 
each student’s overall ability as well as their ability on each exam 
topic. The IRT analysis was conducted on Bilog-MG3 software 
using Marginal Maximum Likelihood Estimation (MMLE). 
MMLE is an iterative process in which the question parameters 
are successively estimated, compared to the data being modeled 
and changed to correspond more closely with it.19 All of the student 
abilities are integrated to form a normal distribution by “chunking” 
similar-scoring students into quadratures. Each individual student’s 
response to a question is assumed to be randomly sampled from its 
quadrature allowing question difficulty to be estimated independently 
of student ability.18 Bilog-MG3 then estimates student abilities by 
fitting each student’s responses to the calculated question difficulties 
using Maximum Likelihood Estimation (MLE). MLE calculates 

Figure 2. College algebra grade vs GC1 pass rate for at-risk students 
(N = 3472)

Figure 3. GC2 pass rates by GC1 Grade (N = 483)
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the likelihood (L) of a student with a particular ability producing 
their actual set of correct and incorrect responses. L is obtained 
by multiplying the individual question probabilities for a student 
with this ability: P(ϴ,a,b,c) for a correct response and 1-P(ϴ,a,b,c) 
for incorrect. L is thus a function of student ability since each 
question’s probability is also a function of ability. The maximum of 
this likelihood function is the student’s ability and is calculated by 
iterating through a series of ϴ values and calculating L for each.18

Overall ability was determined using student responses on all of 
the questions on a given test. Then, to calculate student ability on 
individual topics, test questions were divided by topic. For example, 
the second test of General Chemistry 1 covered nomenclature, 
bonding and some of the basics of quantum mechanics. Student 
responses to only those questions involving bonding were separated 
from the rest and analyzed using Bilog-MG3 to calculate the student 
ability on that topic. Questions were also divided based on whether 
they involved problem solving or were more conceptual in nature to 
determine student ability in these areas. 

Students’ IRT abilities by topic were then generated. A sample 
of these scores is shown in Table 1. In general, IRT abilities have 
a standard deviation of approximately 1.0 with an average of zero, 
and a positive score is considered above average ability. As such, 
abilities greater than 1.5 (1.5 standard deviations above average) were 
considered as ‘well above average,’ 1.5 to 0.5 as ‘above average,’ 0.5 
to -0.5 as ‘average,’ -0.5 to -1.5 as ‘below average’ and less than -1.5 

Figure 4. End of semester discussion percentage in GC2 compared to GC1 grade prediction category. Note the over-representation of students receiving 0-25% 
of discussion points for at-risk and average students (N = 483)

Figure 5. GC2 pass rate compared to discussion percentage in GC2 and GC1 grade prediction category. Note the significant improvement in pass rate for at-
-risk students who regularly attended discussion (N = 483)

Figure 6. Test Review System. Students take a series of pre-tests the week 
before each midterm exam. After the exam closes, students receive feedback 
letting them know what topics they should focus on
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as ‘well below average.’ Student topic abilities were then converted 
into a Likert scale making them easier for students to understand. 
Some students, such as Student I, had a high overall ability and no 
weaknesses on any topic; others, like Student XII, were weak in every 
area. Finally, some students were high ability in one or more areas 
and low ability in others such as Student VI. This student scored 
slightly above average on naming and excelled on bonding but was 
still slightly below average overall because he/she scored so poorly 
on quantum.

After each practice test closed, students were emailed Likert 
scale scores of their overall ability and their abilities on each topic. 
This process was repeated for each practice test during the week 
prior to each midterm exam. For students in the treatment section, 
brief study plans were completed where they indicated their areas 
of strength and weakness and selected specific areas to focus their 
studying. They also chose from several study methods to improve 
their topic ability. 

In summary, both sections received the same practice tests and 
IRT feedback. Additionally, the treatment section were required to 
predict their practice test scores, and these students also made study 
plans to improve their ability in areas of weakness. In the control 
section, students did not predict scores or create study plans.

IRT Equating Method

Each exam contained 20 or 25 questions. Of these, 5 to 10 were 
reused from one year to the next while the remaining questions 
differed. Because the tests differed from year to year, IRT equating 
was used to compare the exams and put student scores on the same 
scale. This process resulted in a prediction of how students would 
have scored if they were given the previous year’s exam. 

Exams were equated using the Stocking and Lord method of 
equating total characteristic curves.24 In this process, the 5 to 10 
conserved questions acted as anchor points. The IRT equate software 
first compared the calculated IRT question parameters for each year 
on these particular questions. After, the program converted the IRT 
question parameters and student abilities from one year onto the 
IRT scale of the other year. Item characteristic curves (ICC) for 
the conserved questions were summed, resulting in a total charac-
teristic curve (TCC). The total characteristic curves for each year 
are then compared and a linear regression is created to transform 
one TCC onto the other. This regression equation was then used 
to calculate the equated question parameters and student abilities  
(Figure 7). 

Flipped classroom and practice tests

During the spring 2016 semester in the GC2 course, the 
Madra Learning homework system was used to implement a flipped 
classroom homework system. As part of this system, students were 
required to complete ‘preview’ assignments before each lecture. These 
preview assignments first directed students to the relevant portions 
of the textbook to prepare for the upcoming class. After, students 
watched one or more short videos on the concepts that were covered 
on the upcoming ‘lecture’ topic. Finally, students completed a few 
basic questions that guided them through the concepts. For videos 
that were more calculation intensive, the questions following the 
video guided students through several steps of a sample calculation. 

During the class portion, the professors did little to no lecturing 
on the concepts. Instead, clicker response devices were employed 
throughout the class on questions that focused on problem solving and 
conceptual understanding of the material. At the end of each week, 
students completed a weekly assignment on the previous week’s con-
cepts as well as completing practice tests the week before each exam. 

RESULTS AND DISCUSSION

Pre-requisites and mandatory attendance

During fall 2014 semester, prerequisites were set in place to 
ensure that students had adequate math ability before entering the 
course. Additionally, attendance at the TA help sessions was made a 
mandatory portion of the course. 

To analyze the effect of this change, the students took the ACS 
GC1 final each year. As part of the comparison, raw numbers of 
questions correct were converted to national percentile scores. To 
analyze the effect of the change on all students in both years, results 
included any zero and missing scores. For this and all other analyses, 
a two-tailed t-Test was performed assuming equal variance. As part 
of the calculation, p values were obtained, representing the likelihood 
that the result was due to chance. As such, p values less than 0.05 
were considered statistically significant. Test score comparisons 
indicated a statistically significant increase (p < 0.001, Figure 8) in 
performance on the ACS final: averaging 60.95 percentile in fall 2013 
and 68.08 percentile in fall 2014. Note that these scores include any 
missing or zero scores. 

Pass rates were then determined and compared for the fall 2013 

Figure 7. IRT total characteristic curves (TCC) comparison for 2014 and 
2015. The graph demonstrates the process of equating these curves for IRT 
ability comparison from 2014 to 2015

Table 1. Student’s IRT abilities by first practice test topic. Abilities were 
translated to Likert-scale categories for ease of student interpretation

Student overall naming bonding quantum

I 1.90 1.96 1.92 1.77

II 1.32 1.95 0.50 2.03

III 0.83 0.77 0.27 1.79

IV 0.78 0.98 1.90 -0.44

V 0.50 -0.80 1.25 1.48

VI -0.16 0.13 1.23 -2.10

VII -0.42 1.96 -1.83 -0.53

VIII -0.95 -0.62 -0.72 -2.06

IX -0.97 -1.65 -1.63 -0.41

X -1.29 -1.98 -1.10 -1.54

XI -1.64 -1.48 -1.99 -1.95

XII -1.97 -2.03 -2.24 -2.20
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and fall 2014 semester. To exclude any direct effect of the attendance 
requirement for TA help sessions on student grades, course grades 
were calculated as students’ average test score, with the ACS final 
exam weighted twice as much as the midterms. A passing grade was 
set as having greater than 64% average test score: this average test 
percent minimum best matched the reported pass rate during the 
fall 2014 semester. Test average scores demonstrate that 62.6% of 
students passed in 2013, while 72.1% of students passed in 2014: an 
increase of 9.5% in pass rate.

Due to the implementation of prerequisites, student enrollment 
during the fall 2014 semester decreased approximately 7.5% 
between the fall 2013 and the fall 2014 semesters. However, 
because the improvement in pass rate was greater than the drop in 
enrollment, the drop in enrollment cannot be exclusively responsible 
for the improvement in pass rate and exam scores. Importantly, 
enrollment in subsequent semesters during the overall school 
year increased relative to the previous school year. Comparing 
enrollment for the 2013-2014 school year to the 2014-2015 school 
year demonstrated an increase in enrollment from the 2013-2014 
school year to 2014-2015 school year: 1683 were enrolled in the 
class during the 2013-2014 school year and 1706 students were 
enrolled during the subsequent school year. These results indicate 
that the implementation of pre-requisites improved pass rate without 
decreasing yearly student enrollment. 

General effect of practice exams and IRT feedback on student 
performance

During the fall 2015 semester, practice exams and IRT feedback 
was employed to prepare students for each exam. Test scores during 
this semester were compared to test scores during the previous year. 
Upon initial inspection, test scores from the CHEM 1210 fall 2015 
semester changed little from the previous year. The first two exams 
had slightly higher averages, while the third saw a slight decrease.

Because the exams differed from year to year however, a direct 
comparison of raw scores is not particularly useful. Using IRT 
equating to analyze the exam scores provides a more complete 
analysis. The equated scores column shown in Table 2 indicate the 
average equated score for the students from the fall 2015 semester 
year if they had taken the exam given during the fall 2014 semester. 
These results demonstrate a significant (p < 0.001) improvement in 
equated scores on all midterms from fall 2014 to equated scores in 
fall 2015: scores improved 3.9, 5.8 and 12.1 percent for the first, 
second and third midterm exams respectively. The apparent drop in 
raw score on the third exam demonstrates that this was a much more 

difficult test: IRT equate scores correct for this difference in difficulty. 
For both the fall 2014 and fall 2015 semesters, the ACS general 

chemistry final exam was used. As before, raw scores were converted 
to nationally normed percentile scores. Unfortunately, students did 
not perform significantly better (p = 0.685) on the final exam during 
the fall 2015 semester than during the fall 2014 semester.

Metacognitive training

To test the effect of practice tests on metacognition, students 
in the treatment section were first split into quartiles based on their 
performance on each midterm. Afterwards, students’ predicted scores 
for each practice test were compared to their actual practice test score. 
On the first set of practice tests, results indicated that all quartiles 
overestimated their ability on the first practice test, but by the fourth 
practice test students were predicting their score on average to within 
5% of their actual score (Figure 9). By the final exam practice tests, 
students on average underestimated their scores (Figure 10). These 
results indicate that students seem to be improving in metacognitive 
monitoring, or an awareness of their true ability, as the semester 
progressed. We attribute this to students taking regular practice tests 
and predicting their score: by consciously predicting their score, 
and receiving their actual score in comparison, they were forced to 
recognize the discrepancy between the two. We hypothesize that 
this helped students improve their knowledge of their actual ability 
throughout the semester. 

To test the effect of metacognitive training on test scores, test 
averages between the treatment and control sections were compared. 
On the first exam the treatment section did, on average, 2.53% better 
on the first midterm (p = 0.015). However, the treatment section, on 
average, did not do statistically significantly better on the subsequent 
midterms or the final (Table 3). 

To further explore the results, students were split into quartiles 
based on their performance on each midterm. Overall exam averages 

Figure 8. Comparison of the nationally normed ACS final exam scores for GC1 Fall 2013 to GC1 Fall 2014 semesters

Table 2. Raw and IRT equated midterm averages during the fall 2014 and 
fall 2015 semesters

CHEM 1210 Exam Averages t-test

Exam Fall 2014 Fall 2015
2015 equated 

to 2014
p value

Midterm Exam 1 70.3 % 76.2 % 74.2 % < 0.001

Midterm Exam 2 62.3 % 67.6 % 68.1% < 0.001

Midterm Exam 3 66.9 % 64.3 % 79.0 % < 0.001
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and exam averages were calculated for each quartile. These averages 
were compared between the treatment and control sections by 
subtracting the average in the control section from the average in the 
treatment section (Table 3). Results indicated that for the first and third 
midterm, and for the final exam, the lowest quartile of the treatment 
course (the bottom 25%) did significantly better than the lowest 
quartile in the control course. Most importantly, the bottom 25% 
of the treatment course did 6 percentile better, on average, than the 
control course. Comparing the performance of the higher performing 
quartiles of the treatment course to the quartiles in the control course 
generally demonstrated a difference in exam performance that was 
not statistically significant. This data suggests that the lowest quartile 
benefitted most from the metacognitive training.

Unfortunately, this data does not represent all of the details. 
Different professors taught the treatment and control courses, and 

the courses were taught at different times. To control for these 
variations between courses, final exam scores were obtained for 
the fall 2014 semester, during which both the treatment and control 
professors taught. 

The goal of the statistical analysis was to remove the unique 
effect of the instructor and class time on student performance in order 
to isolate the metacognitive training effect on the bottom quartile’s 
exam performance. 

To accomplish this, an interaction regression was created to test 
the effect of the following three variables:
1) Year: the overall effect in comparing fall 2014 to fall 2015 

semesters. 
2) Class: the overall effect of the difference between the control and 

treatment professors, independent of the year. 
3) Interaction: this represents the change in the average difference 

between professors from one year to the next for the bottom 
quartile. As such, this represents the effect of adding metacognitive 
training to the treatment section. 

This process was used to isolate the effect of metacognitive 
training for the bottom quartile’s performance on the ACS final exam. 
Results of the interaction are summarized in Table 4. Notably, though 
the class effect was statistically significant (Slope = 4.16, p = 0.022), 
the interaction effect was not statistically significant (Slope = 3.94, 
p = 0.277). These results demonstrate that the bottom quartile of the 
treatment professor in general outperformed the bottom quartile of the 
control professor by 4.16 percentile on the final exam. In comparison, 
the effect of the metacognitive training seems to improve student 
average performance by 3.9 percentile, but this difference was not 
large enough to be statistically significant. 

Initial results indicate that the practice tests with metacognitive 
training improved the bottom quartile’s performance on the 
final exam when compared to the control class. However, when 
corrected to remove the effect of the professor and class time, the 
resulting interaction effects demonstrate that the improvement is not 
statistically significant. 

Flipped classroom

During the spring 2016 semester in GC2, the flipped classroom 
was implemented as part of the homework system. Notably, the 
same professors taught GC2 during the spring 2015 and spring 2016 
semester. To test the effect of the addition of the flipped classroom 
homework system, exam scores were compared between the two 
years. For this portion of the study, Cohen’s d effect sizes were 
calculated. This effect size compares the differences in mean to the 
‘pooled’ standard deviation of the sample. Cohen’s d values around 
0.2 are considered ‘small’ effect sizes, around 0.5 are considered 
‘medium’ effect sizes,’ and effect sizes around 0.8 are considered 
‘large’ effect sizes.22

Results indicated a statistically significant improvement in 
performance in all overall test averages when compared to the 

Figure 9. Comparison of students’ accuracy of prediction for the first set of 
practice tests. Values calculated as predicted score minus actual score

Figure 10. Comparison of students’ accuracy of prediction for the final exam 
set of practice tests. Values calculated as predicted score minus actual score

Table 3. Differences in exam averages overall and for the lowest quartile of 
students between the treatment and control class, calculated as treatment – 
actual. ***p < 0.001, **p < 0.01, *p < 0.05

Mean Differences: Treatment - Control

Class Average Lowest 25%

Midterm 1 2.23* 5.24***

Midterm 2 1.28 2.81

Midterm 3 1.26 3.96**

Final Exam 2.08 6.13*

Table 4. Interaction regression results, analyzing the bottom quartile on the 
final exam. The interaction represents the effect of the addition of metacog-
nitive treatment

Effect Slope p

Year 1.26 0.488

Class 4.16 0.022*

Interaction 3.94 0.277
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previous year. The first midterm experienced an 8.1% improvement 
in 2016 compared to 2015 (p < 0.001, d = 0.60). The second midterm 
had an almost identical increase of 8.0% from 2015 to 2016 (p < 
0.001, d = 0.47). 

Using IRT equate to compare the results demonstrated that this 
improvement was even more pronounced. The average 2015 equated 
scores from 2016 were 17.0% and 15.6% higher than the 2016 scores 
(Table 5). The improvement of both the raw scores and the equated 
scores indicates that the tests are more difficult than in previous 
years, but the average student ability increased more than enough to 
compensate for this increase.

As with other semesters, the ACS final was employed to measure 
students’ general performance. Once more, students’ scores were 
converted to nationally normed percentiles. Results indicated that the 
final exam performance improved by 6.1 percentile in 2016 compared 
to 2015 (p < 0.001, d = 0.28, Figure 11). Most significantly, the median 
score of students in spring 2016 reached the 86 percentile and the 
median score for the lowest quartile of students was 51 percentile, 
scoring above the national average. 

In the same process as the fall 2014 to 2015 pass rate comparison, 
students’ exam scores were averaged to determine their ‘final percent.’ 
Results indicate a significant improvement in student exam average 
as a result of implementing the flipped classroom homework system 
(Figure 12). Setting 64% as passing demonstrated that pass rates 
rose from 69.0% in the spring 2015 semester to 75.7% in the spring 
2016 semester: a 6.7% increase in student success rate. These results 
indicate that enforcing the flipped classroom as part of the homework 
system significantly improves test performance and student pass rate.

CONCLUSIONS

Since 2012 we have worked to increase general chemistry 
success rates at the University of Utah. Our initial implementation of 
prerequisites and mandatory discussion attendance began improving 

our success rate. In this process it became apparent the lowest student 
quartile was the real issue. The work of Dunning and Kruger led 
us to the realization that these students’ poor metacognitive skills 
were their Achilles heel. Consequently, we began the design and 
implementation of a flipped classroom and metacognitive exercises in 
our homework/testing system. Using IRT equate, we determined that 
the implementation of practice tests with IRT feedback significantly 
improved students’ test scores compared to the previous year. 

We then compared the treatment section, which received 
metacognitive training, to the control section that did not. Results 
of the metacognitive training initially seemed to demonstrate 
that the bottom quartile of students improved in test scores in the 
treatment section when compared to the control. However, when 
these scores were compared to the previous year’s results using an 
interaction study, the results indicated the improvement in test score 
for the bottom quartile on the final exam was no longer statistically 
significant. For future studies, we have hypothesized more regular 
metacognitive training will significantly increase the effectiveness 
of this study on the bottom quartile’s test scores. 

Another piece of the puzzle fell into place with the inclusion 
of videos and text reading embedded in our pre-class homework 
assignments. Results of the implementation of the flipped classroom 
homework system demonstrated a significant improvement in test 
score on each exam, including student percentiles on the ACS 
nationally normed final exam. 

For future studies, we have also looked toward embedding the 
study cycle within our online homework system. In general, the study 
cycle involves students previewing the material before coming to 
class, attending class, and reviewing the material after class. After, 
students study for and are given frequent assessments. To test the 
effect of the study cycle on student performance, the researcher 
prepared a presentation on the study cycle immediately following 
students’ first exam. Students in attendance that day were taught the 
steps of the study cycle and committed, in writing, to implementing 
some or all of the steps of the study cycle. In particular, they indicated 
which aspects of the study cycle they would utilize the remainder 
of the semester. The students not in attendance that day did not 
receive the training and were considered the control group. The 
study demonstrated a significant improvement in later test scores 
for students receiving training on the study cycle when compared 
to the control group.9

Our plan is to implement a study cycle based form of the flipped 
classroom. In this format, students will perform pre- and post-lecture 
assignments receiving topic based feedback after both assignments. 

Figure 11. Histogram of GC2 ACS percentile scores for spring 2015 and 
spring 2016

Figure 12. Histogram of students’ three exam average score, comparing 
spring 2015 to spring 2016

Table 5. Raw midterm scores comparing spring 2015 to spring 2016. IRT 
equate was used to convert scores on the spring 2016 semester midterm to 
theoretical spring 2015 scores

CHEM 1220 Exam Averages t-Test

Exam Spring 2015 Spring 2016
2016 equated 

to 2015
p

Midterm Exam 1 66.7 % 75.9 % 83.7 % < 0.001

Midterm Exam 2 62.9 % 73.4 % 78.5% < 0.001
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Students will then prepare an online study plan to assist their 
preparation for future at home studying. Every weekend students will 
be assigned a computer based quiz that addresses topics covered in 
class that week. As before, they will be asked to predict their scores 
prior to taking the quiz. It is our belief that enhanced metacognitive 
training coupled with a rigorous study cycle will improve our students’ 
success rates.
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