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ABSTRACT

The Curve Number (CN) method is extensively used for predict surface runoff  from storm events. However, remain some uncertainties 
in the method, such as in the use of  an initial abstraction (λ) standard value of  0.2 and on the choice of  the most suitable CN values. 
Here, we compute λ and CN values using rainfall and runoff  data to a rural basin located in Midwestern Brazil. We used 30 observed 
rainfall-runoff  events with rainfall depth greater than 25 mm to derive associated CN values using five statistical methods. We noted 
λ values ranging from 0.005 to 0.455, with a median of  0.045, suggesting the use of  λ = 0.05 instead of  0.2. We found a S0.2 to S0.05 
conversion factor of  2.865. We also found negative values of  Nash-Sutcliffe Efficiency (to the estimated and observed runoff). 
Therefore, our findings indicated that the CN method was not suitable to estimate runoff  in the studied basin. This poor performance 
suggests that the runoff  mechanisms in the studied area are dominated by subsurface stormflow.

Keywords: Hydrologic modeling; Rainfall-runoff  events; CN; Ungauged basins.

RESUMO

O método Curve Number (CN) é amplamente usado na predição do escoamento superficial a partir de eventos de chuva. No entanto, 
existem algumas incertezas no método tais como no uso da abstração inicial (λ) padrão igual a 0,2 e na escolha dos valores adequados 
de CN. Neste estudo, nós calculamos valores de λ e CN usando dados de chuva e vazão para uma bacia rural localizada no Centro-oeste 
do Brasil. Nós usamos 30 dados observados de eventos de chuva e vazão com precipitação maior que 25 mm para calcular valores 
de CN a partir de cinco métodos estatísticos. Encontramos valores de λ variando de 0,005 a 0,455, com uma mediana igual 0,045, 
sugerindo assim o uso de um valor de λ = 0,05 ao invés de 0,2. Encontramos uma taxa de conversão de S0,2 para S0,05 de 2,865. 
Também verificamos valores negativos de Nash-Sutcliffe Efficiency (para valores de escoamento superficial estimado e observado). 
Portanto, nossos resultados indicaram que o método CN não foi adequado para estimar o escoamento superficial na bacia estudado. 
Essa fraca performance sugere que os mecanismos de escoamento na área estudada sejam dominados pelo escoamento subsuperficial.

Palavras-chave: Modelagem hidrológica; Eventos de chuva-vazão; CN; Bacias não monitoradas.

INTRODUCTION

Hydrological models are simplified representations of  real environmental systems. Such models have been used as simulation 
and prediction tools that allow the most effective decision considering the environmental, social, and economic interactions of  a real 
system (SOROOSHIAN et al., 2008). Rainfall-runoff  is one of  the most fundamental concepts in hydrology, serving as a starting point 
for flood peak estimation and structure design (HAWKINS; WARD; WOODWARD, 2009). The Curve Number (CN) method is an 
empirical rainfall-runoff  model developed in the 1950s by the USDA Soil Conservation Service (SCS), now known as Natural Resources 
Conservation Service (NCRS), in response to the complexity of  land use and the hydrological abstraction of  rainfall (AJMAL et al., 
2015). Several factors are integrated in the CN method, such as land cover and land use, surface condition, soil class, and antecedent 
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runoff  condition, which are combined in a single CN parameter 
(OLIVEIRA et al., 2016). Furthermore, this model covers three 
different usages; (1) give the return period direct runoff  from 
the same return period rainfall depth; (2) explain rainfall-runoff  
for individual events; and (3) infer infiltration processes and soil 
moisture-CN relations (HAWKINS; WARD; WOODWARD, 2009).

The CN method has been the most used model for 
rainfall‑runoff  (AJMAL et al., 2015), and the main reasons for 
that are (1) calculation efficiency; (2) land cover and land use, soil 
class, and management practices data are easily obtainable; and (3) 
it generates suitable runoff  estimates for agricultural and urban 
basins (YUAN et al., 2014).

The USDA-SCS developed a standard table of  CN values 
using small agricultural basins in the United States (USDA, 1986). 
This table is documented in the NRCS National Engineering 
Handbook Part 630 (NEH 630), chapter 9. However, empirical 
evidence shows that use of  tabulated CN normally over-designs 
the hydrological systems (LAL et al., 2016). The model parameters 
are the potential maximum retention (S) and the initial abstraction 
(Ia) (ELHAKEEM; PAPANICOLAOU, 2009). The relation 
between Ia and S, defined as initial abstraction ratio (λ), was 
originally determined to be 0.2 (USDA, 1997). However, many 
authors observed uncertainties in λ results, and re-evaluated 
the selection of  this value (ELHAKEEM; PAPANICOLAOU, 
2009; SHI et al., 2009; WOODWARD et al., 2003; YUAN et al., 
2014). In this context a modification of  its value to 0.05 has been 

recommended (DURÁN-BARROSO; GONZÁLEZ; VALDÉS, 
2017; WOODWARD et al., 2003; YUAN et al., 2014).

CN method is also one of  the most widely used rainfall-
runoff  model in Brazil, and is recommended in government 
agencies handbooks (SARTORI; HAWKINS; GENOVEZ, 2011). 
However, tabulated CN values have not been fitted for Brazilian 
watersheds, mainly because few studies have been carried out to 
compute CN values using observed rainfall and runoff  data (See 
ANDRADE et  al., 2017; OLIVEIRA et  al., 2016; SARTORI; 
HAWKINS; GENOVEZ, 2011). Therefore, in this study we 
evaluate the use of  the CN method to estimate runoff  in a tropical 
watershed. To achieve that, we determine initial abstraction ratio 
(λ), and compute CN values using five statistical methods.

MATERIAL AND METHOD

Study area

This study was conducted in the Guariroba basin, located 
in the municipality of  Campo Grande, MS, Brazil (Figure  1). 
This basin covers an area of  37,000 ha, however, in this study 
we used a drainage area of  31,571.27 ha, delimited considering 
the discharge gauge as the basin outlet. The Guariroba basin is 
the main water supplier source for Campo Grande, which has 
863.982 inhabitants.

Figure 1. Location of  the study area. The drainage area was delimited considering the streamflow gauge as the basin outlet and is 
highlighted in green.
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According to the Köppen climate classification system, the 
climate in the studied watershed is Am, humid tropical, with a dry 
winter (April through September) and a hot and rainy summer 
(October through March). The average annual temperature and 
precipitation are 23.3 °C and 1400 mm, respectively (CAMPO 
GRANDE, 2008). The rainfall events are mostly generated by 
convection, causing storms with high intensity. The elevation 
varies between 465 and 660 m, and the average slope steepness 
is 3.7%.

The predominant land use in the studied basin is pastures 
livestock (Table 1). According to the Brazilian Soil Classification 
System (SiBCS), the soil is classified as Orthic Quartzarenic Neosol 
– RQo with sandy texture (95.71%), Dystrophic Red Latosol – LVd 
with sandy loam texture (0.52%), and Hydromorphic Quartzarenic 
Neosol – RQg with sandy texture (3.77%). We classified LVd in 
hydrologic soil group B, and RQo and RQg in hydrologic soil 
group A due to high infiltration rates (LIMA, 2016; USDA, 1997). 
Figure 2 shows the soil classes, hydrologic soil group classification 
and land uses for the studied area.

Observed rainfall-runoff  events

We measure rainfall-runoff  events during the years of  
2015 and 2017. To measure rainfall depth at 10-minute intervals 
we used 5 automated tipping bucket rain gauges (PluvReg model 
S1610, Squitter) (Figure 1). To represent the average rainfall over 
the study area, we used the Thiessen Polygon method. In this 
study, we used only rainfall events higher than ~1 inch (25.4 mm) 
(HAWKINS; HJELMFELT JUNIOR; ZEVENBERGEN, 1985), 
totalizing 30 rainfall events, which ranged from 22.6 to 88.1 mm.

Streamflow values were obtained by converting water 
levels located at the basin outlet (Figure 1). The water levels were 
recorded every 10 minutes using a pressure transducer sensor 
(Levelogger Junior Edge model 3001 LT, Solinst). These data 
were compared with mechanical current-meter method, which 
was performed every 30 days. Stream discharge was computed 
by a rating curve which parameters were optimized. The average 
streamflow discharge is 5.93 m3.s-1, and mean annual surface runoff  
of  581 mm. The direct runoff  was calculated dividing the direct 
runoff  volume of  the event by the considered watershed area.

Thus, for hydrograph analysis, an Eckhardt based digital 
filtering analysis that performs as a low-pass filter for the water 
body (ECKHARDT, 2005) was applied to daily data, separating 
averaged streamflow (yk) into baseflow (bk) and direct runoff  using 
the Web based Hydrograph Analysis Tool (WHAT), developed 
by Lim et al. (2005).

( ) ( ) max k 1 max k
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∈ ∈

∈
−− + −

=
−

 	 (1)

where k is the time step, ϵ is the filter parameter, and BFImax 
is the maximum value of  the baseflow index. Baseflow index 
represents how extensive groundwater contributes to total flow. 

Table 1. Land use of  the drainage area.
Land use Area (ha) Percentage (%)

Pastures 23128.91 73.27%
Broad-leaved forest 3618.43 11.46%
Moors and heathland 647.99 2.05%
Transitional woodland-shrub 434.98 1.38%
Sparsely vegetated areas 477.74 1.51%
Inland marshes 1009.03 3.20%
Water bodies 39.56 0.13%
Eucalyptus 2210.49 7.00%

Figure 2. Soil classes (a), hydrologic soil group (b), and land uses (c) maps for the study drainage area.



RBRH, Porto Alegre, v. 24, e5, 2019

Initial abstraction ratio and Curve Number estimation using rainfall and runoff  data from a tropical watershed

4/9

Eckhardt (2005) suggests BFImax value of  ~0.80 for perennials 
streams with porous aquifers, which are the Guariroba basin 
streams characteristics, and ϵ value of  0.98.

SCS-CN method

The SCS-CN method is based on the water balance equation 
to estimate storm runoff:

Q P Ia F= − −  	 (2)

Q F
P Ia S

=
−

 	 (3)

Ia Sλ= ×  	 (4)

where P is the precipitation (mm), Q is the direct runoff  (mm), 
Ia is the initial abstraction (mm), and F is the surface retention 
(mm), S is the potential maximum retention after beginning of  
the runoff  (S ≥ F) (mm), and λ is the initial abstraction ratio. 
The runoff  (Q) is obtained from the combination of  Equations 
2, 3, and 4 for F = P – Q.

( )
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Equation 2 is valid for P>Ia, otherwise, Q = 0, and the 
parameter S in Equations 3, 4, and 5 is defined as:

25400S 254
CN

= −  	 (6)

Calculation of  the initial abstraction ratio

We computed the initial abstraction (Ia) considering the 
rainfall depth for each event until the direct runoff  begin. After, the 
potential maximum retention (S) was obtained using the Equation 5. 
Then, the event λ was computed using the Equation 4. The median 
value of  these obtained ratios was used as a representative value 
for the studied watershed, as described by Shi et al. (2009).

Considering λ = 0.2, the values of  S can be computed 
from Equation 7 after algebraic calculations for S, Q, and P in 
mm (HAWKINS, 1993):

( ).
2

0 2S 5 P 2Q 4Q 5PQ = + − +  
 	 (7)

Woodward et al. (2003) identified λ = 0.05 would be more 
appropriate for use in runoff  calculations, as this value produced 
a greater coefficient of  determination (R2) and a smaller standard 
error (SE) than 0.2. For λ = 0.05, Equation 7 becomes:

( ).
2

0 05S 10 2P 19Q 361Q 80PQ = + − +  
 	 (8)

Recent ongoing work in American Society of  Civil Engineers 
(ASCE)-NRCS collaboration suggests a linear relationship 
between S0.2 and S0.05 (USDA, 2017). Considering this linear 
proportionality, the relation between S0.2 and S0.05 is:

. .0 05 0 2S a S= ×  	 (9)

where a is the slope of  S0.05 and S0.2.

Estimation of  Curve Number from rainfall-runoff  
data

CN values obtained from rainfall-runoff  data were computed 
by five procedures: the median (USDA, 1997); geometric mean 
(TEDELA et al., 2012); arithmetic mean (BONTA, 1997); nonlinear, 
least squares fit (HAWKINS, 1993); and standard asymptotic fit 
(HAWKINS, 1993).

The CN was obtained from Equation 6 using rainfall-runoff  
measured and computed S. We used these results to obtain CN 
by the median and mean methods.

The geometric mean was found using the logarithm of  
each maximum potential retention S value according to Equations 
7 and 8, log S; determined the arithmetic mean of  the time series, 
logS ; and then estimated the geometric mean S, logS10 . Then, we 
computed the curve number using the Equation 10:

log S

100CN
101

254

=
 
 +
 
 

 	 (10)

For nonlinear, least squares fit method, we minimized the 
sum of  squared differences between observed and CN-calculated 
using Equation 5 for each rainfall-runoff  event was minimized.

For standard asymptotic fit method, the rainfall and runoff  
series were ranked and matched in pairs from a decreasing order, 
and then calculating S values from Equations 7 and 8 and CN values 
via Equation 6. Hawkins (1993) found three types of  behavior: 
standard, complacent, and violent. The standard behavior occurs 
when the CN declines with rising storm size approaching and/or 
maintaining a near constant value, CN∞, with increasingly larger 
storms. For standard behavior, was used Equation 11 (HAWKINS, 
1993):

( ) ( ) kPCN P CN 100 CN e−∞ ∞= + −  	 (11)

where k is the fitting coefficient that describes the CN approach 
to CN∞

For complacent behavior, in which the observed CN 
declines steadily with increasing storm size without approaching 
a constant value, the runoff  is more properly modelled by the 
linear form Q = CP than by Equation 11 (HAWKINS; WARD; 
WOODWARD, 2009), where C is the runoff  coefficient. Therefore, 
in this case it is not suitable to estimate CN using asymptotic fit 
method (HAWKINS, 1993).

We obtained Tabulated CN values for each land use 
considering the cover class, hydrologic conditions, and hydrologic 
soil group. The CN for the drainage area was computed by weighted 
average as CN0.2, since NCRS considers λ = 0.2 (USDA, 1986). 
The S0.2 was found by Equation 6 using the CN0.2 value obtained 
by weighted average, and we used it to calculate CN0.05 value by 
Equations 9 and 6. We assumed CN values as ARC (antecedent 
runoff  conditions) II, which represents an average moisture 
condition (USDA, 1997).
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Uncertainties and statistical analyses

The uncertainties were assessed for CN estimates. 
We compute uncertainties for the median method as the range 
of  CN found from each rainfall-runoff  event. We used the 
standard deviation computed from all CN values estimated for 
geometric and arithmetic mean methods. The standard error 
(SE) was used for nonlinear, least squares fit and asymptotic 
method (Equation 12):

( ) 
2n

obs esti 1 Q Q
SE

n
= −

= ∑  	 (12)

where estQ  and obsQ  are values of  estimated and observed runoff, 
respectively, considering the pair i from the CN found by each 
studied method and the number of  rainfall-runoff  events (n).

For statistical analysis was used the coefficient of  
determination (R2), Equation 13, percentage mean bias, Equation 
14, and the Nash-Sutcliffe Efficiency (NSE) (NASH; SUTCLIFFE, 
1970), Equation 15.
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where estQ  and obsQ  are average values of  estimated and observed 
runoff, respectively.

The PBIAS is expected to be close to zero when the model 
is accurate to estimate the streamflow. Positive values indicate 
model underestimation bias and negative ones. The PBIAS 
can be considered “very good” if  PBIAS < ± 10%; “good”, if  
10% ≤ PBIAS < ± 15%; “satisfactory”, if  15% ≤ PBIAS < ± 25%; 
and “unsatisfactory”, if  PBIAS ≥ ± 25%. R2 greater than 0.5 is 
considered “acceptable”. NSE values ranges from -∞ to 1, and 
can be considered as “very good” if  0.75 < NSE ≤ 1; “good”, 
if  0.65 < NSE ≤ 75; “satisfactory”, if  0.50 < NSE ≤ 0.65; and 
“unsatisfactory”, if  NSE ≤ 0.50 (MORIASI et al., 2007).

RESULTS AND DISCUSSION

Initial abstraction ratio based on rainfall-runoff  
event analysis

Thirty rainfall-runoff  events were analyzed (Figure 3a) and 
was found a greatly variation ranges on the initial abstraction (λ) 
values. The median value of  λ to the studied watershed was equal 
to 0.045, with values ranging from 0.005 to 0.455 (Figure 3b). 
We  noted that 96.7% of  the λ values were smaller than 0.2 
(standard value used in the SCS-CN method). Similar results 
were reported by Woodward et al. (2003) and Shi et al. (2009). 

Figure 3. Plots of  the 30 rainfall-runoff  events for (a) surface runoff  depth (Q) versus rainfall depth (P); (b) initial abstraction ratio 
(λ) versus initial abstraction (Ia); (c) correlation between the values computed for S0.05 and S0.2; and (d) runoff  coefficient (C) values 
versus observed rainfall. For figures (a), (c), and (d) the black line is the linear regression for each data set. For figure b the black line 
is the median. For figure d the dashed line represents the mean value. Figures a and c showed significant statistics, but figure d did not 
show a significant fit. Therefore, linear correlation should not be considered in figure d.
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Furthermore, several authors have reported λ ≠ 0.2 (AJMAL; 
KIM, 2014; DURÁN-BARROSO; GONZÁLEZ; VALDÉS, 
2017; ELHAKEEM; PAPANICOLAOU, 2009; LAL et al., 2016; 
YUAN et al., 2014). Therefore, our results indicated that is more 
appropriate to use a λ of  0.05 for the Guariroba basin, due to 
small difference between the observed λ (0.045) and λ = 0.05, 
which was suggested by Woodward et al. (2003). Our findings also 
corroborates with recent suggestion from the (ASCE)-NRCS in 
to use of  λ = 0.05 instead of  λ = 0.2 (USDA, 2017).

Initial abstraction consists mainly of  interception, infiltration 
during early parts of  the storm, and surface depression storage 
(USDA, 1997). The Guariroba basin presents flat areas (average 
slope steepness of  3.7%) with small variation in the elevation. 
For the most part of  the soils in this basin are classified in the 
Brazilian Soil Classification System (SiBCS) as Ortic Quartzarenic 
Neosol (RQo) (95.71%) with sandy texture in the entire profile 
(less than 15% clay). In an experimental study using a rainfall 
simulator in the Guariroba basin, Lima (2016) found infiltration rate 
values under pastures ranging from 71.5 to 106.1 mmh-1. This high 
value of  infiltration rate is significant, mainly because pastures 
cover 73.27% of  the drainage area of  the studied basin. Therefore, 
in the Guariroba basin, the topography, soil characteristics, and 
land cover provide relatively small amounts of  runoff  and a rapid 
infiltration of  water into the soil.

CN values

The CN values found for the watershed are shown in 
Table 2. For λ = 0.2, CN values varied from 53.1 (nonlinear, least 
squares) to 69.3 (median). For λ = 0.05, CN values varied from 17.7 
(nonlinear, least squares) to 44.3 (median). The recommended 
slope a between S0.05 and S0.2 from (Equation 9), when its value 
is not known, is 1.42 (USDA, 2017), however, we found a value 

of  2.865 for the Guariroba basin (Figure 3c). Table 2 also shows 
the evaluation of  each method. For every method used, except 
to the standard asymptotic method, we found negative values of  
NSE, which suggest a poor fit between observed and estimated 
runoff  (OLIVEIRA et al., 2016).

Some authors have also reported poor performance of  the 
SCS-CN method in regions that provide high infiltration rates, such 
as forested areas (TEDELA et al., 2012) and areas with predominant 
sand soils (OLIVEIRA et al., 2016). This poor performance likely 
happens because the runoff  mechanisms in these areas may be 
dominated by subsurface stormflow (BARTLETT et al., 2016).

The central tendencies methods (median, geometric mean, 
and arithmetic mean) and tabulated CN values overestimated 
surface runoff  (negative bias). For nonlinear, least squares fit, 
the CN found for λ = 0.2 also overestimated runoff, however, 
CN value for λ = 0.05 underestimated runoff  (positive bias). 
Surface runoff  estimated using λ = 0.2 were found to be more 
overestimated than runoff  computed using λ = 0.05.

Complacent behavior was found for λ = 0.2 (Figure 4a) 
by standard asymptotic method, and thus the CN found is not 
suitable (HAWKINS; WARD; WOODWARD, 2009). In the 
present study we have used a short time series of  rainfall and 
runoff, therefore it is important to make clear that a longer time 
series may show a standard or violent behavior for the studied 
basin. Standard behaviour was found in the plot for λ = 0.05 
(Figure 4b) with a CN∞ value of  21.2 (Table 3). The CN with 
higher coefficient of  determination (R2) and NSE were found to 
be estimated using standard asymptotic for λ = 0.05. However, 
the CN∞ value found is smaller than 30, the minimum CN value 
recommended for computations (USDA, 1986). Considering 
CN∞ value for λ = 0.05 as 30 (Figure 4c), we found negative value 
of  NSE (Table 3), therefore, asymptotic method is considered 
unsatisfactory for tropical watersheds with similar characteristics 
than the Guariroba basin.

Table 2. Estimated curve numbers (and uncertainty ranges) and evaluation of  each method with observer runoff  values.

Method λ = 0.2
CN R2 NSE PBIAS (%)

NRCS table 64.8 0.575 -114.661 -90.505
Median 69.2 (44.4 to 78.3) 0.637 -225.861 -208.074
Arithmetic mean 67.1 (59.2 to 75.1) 0.612 -166.239 -146.554
Geometric mean 67.5 (59.6 to 75.5) 0.618 -176.834 -157.903
Nonlinear, leastsquares 52.4 (51.0 to 53.9) 0.017 -16.963 -38.781

λ = 0.05
CN R2 NSE PBIAS (%)

NRCS table 39.1 0.593 -25.468 -12.716
Median 44.3 (21.4 to 58.0) 0.644 -59.452 -102.778
Arithmetic mean 42.6 (34.0 to 51.2) 0.637 -47.009 -76.873
Geometric mean 42.3 (33.7 to 50.9) 0.636 -45.208 -72.850
Nonlinearleast, squares 17.9 (17.1 to 18.6) 0.330 -3.325 38.104

Table 3. Fitting statistics for standard asymptotic fit method.
CN∞ λ k (mm-1) R2 NSE PBIAS (%)

31.7 (30.9 to 32.5) 0.20 0.038 0.589 0.399 91.587
21.2 (23.0 to 19.4) 0.05 0.038 0.589 0.399 91.587
30.0 0.05 0.049 0.566 -4.554 -19.678
k is the fitting coefficient that describes the CN approach to CN∞; λ is the initial abstraction ratio; R2 = coefficient of  determination; NSE = Nash-Sutcliffe Efficiency; 
PBIAS = percentage mean bias; CN∞ and k are fitted from the asymptotic equation (Equation 11).
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In complacent behavior the runoff  coefficients (C) (total 
runoff  divided by total rainfall) usually range from 0.005 to 0.05 
(HAWKINS; WARD; WOODWARD, 2009). Oliveira et al. (2016) 
found runoff  coefficient ranging from 0.001 to 0.030 for the 
undisturbed Cerrado (Brazilian Savannah). In the present study, the 
runoff  coefficient for the watershed ranged from 0.016 to 0.041, 
with an average of  0.025 (Figure 3d). Observed C values did not 
increase as rainfall depths increase. This result corroborates with 
the complacent behavior found in the present study and with 
the characteristics of  the Guariroba basin that provide relatively 
small amounts of  runoff.

As we found complacent behavior and negative values 
of  NSE we can suggest that the CN method was not suitable to 
estimate runoff  in studied basin. Thus, is more appropriate to 
compute runoff  by the equation Q = CP, where C is the runoff  
coefficient, since the CN method is not suitable for these cases 
(OLIVEIRA et al., 2016). In this context, we computed runoff  
using the average runoff  coefficient (0.025) by the equation Q=CP 
and compare with observed runoff. Our findings showed a good 
model performance with values of  R2, NSE, and PBIAS of  0.71, 
0.66, and -2.02, respectively. These results highlight the importance 
of  future investigations about the use of  the CN method in 
tropical watersheds, such as that developed in the present study 
and by Andrade et al. (2017), Oliveira et al. (2016), and Sartori, 
Hawkins and Genovez (2011).

CONCLUSIONS

In this study, we investigated the initial abstraction ratio 
(λ) and CN values to a rural basin located in Midwestern Brazil. 
CN values were computed from the measured data using five 
different statistical methods. We used 30 rainfall-runoff  events 
with an amount of  rainfall events ranging from 22.6 to 88.1 mm.

Our results indicated that λ values varied from 0.005 to 
0.455, with a median of  0.045. Therefore, we recommend the 
use of  λ of  0.05 instead of  0.2 to other watersheds with similar 
characteristics than the Guariroba basin.

We noted complacent behavior and negative values of  
Nash‑Sutcliffe Efficiency NSE (to the estimated and observed 
runoff). Then, our findings suggested that the CN was inappropriate 
to compute surface runoff  in the studied basin. This poor 
performance likely happened because the runoff  mechanisms 
in the Guariroba basin may be dominated by subsurface runoff.
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